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Abstract

A latent transition analysis (LTA) model was described with a mixture Rasch model (MRM) as
the measurement model. Unlike the LTA, which was developed with a latent class measurement
model, the LTA-MRM permits within-class variability on the latent variable, making it more use-
ful for measuring treatment effects within latent classes. A simulation study indicated that model
recovery using the LTA-MRM was good except for small sample size—short test conditions. A
real data application of a mathematics intervention with middle school students indicated
that the LTA-MRM clearly detected the intervention effect and also provided a means of helping
to better understand the effects compared to a standard multiwave analysis of variance.

Keywords
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Latent transition analysis (LTA) was initially designed with a latent class measurement model
(LCM) for investigating stage-sequential change over time (LTA-LCM; Collins & Wugalter,
1992). Methods for modeling stage-sequential latent variables have been useful in a variety of
educational and psychological research areas and provide a useful alternative for analysis of
some aspects of change. As an example, the LTA-LCM approach can be used to evaluate the
effectiveness of an intervention in which differential effectiveness may be likely within different
latent classes in the data (Graham, Collins, Wugalter, Chung, & Hansen, 1991). LTA-LCM has
not been used extensively with educational or psychological test data, in part because the latent
ability in such tests is typically assumed to be continuous, a situation that is not handled by LCM.

This study extends the LTA to include continuous latent variables by incorporating a mixture
item response theory (IRT) measurement model (MixIRTM) into the LTA. With this extension
of LTA, it is now possible to address potential heterogeneity in change such as occurs in stu-
dents’ response to intervention. B. O. Muthén (2008) introduced a similar modeling framework,
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called a hybrid latent transition model, as a longitudinal extension of factor mixture model analysis.
The LTA with an IRT measurement model accounts for both latent classes and proficiency with
respect to the strategy that is used (i.e., ability within the latent class). Change can occur as a tran-
sition from one latent class to another, and as progress or decline along a dimension (e.g., ability)
within a latent class. The present article begins with a description of some common approaches to
assessment of change using an IRT model and using LTA-LCM. Next, it develops the LTA with an
IRT model, incorporating a mixture Rasch model (MRM) into the LTA to form the LTA-MRM.
Then the article describes the estimation of LTA-MRM model parameters using Mplus (L. K.
Muthén & Muthén, 2006) and presents a simulation study to demonstrate how the LTA-MRM per-
forms in practical measurement situations. Finally, a real data application is presented.

Item Response Theory for Measuring Change

IRT-based longitudinal models (Andersen, 1985; Embretson, 1991; Fischer, 1976, 1989, 1995)
are based on modeling of ability as a latent variable. This approach can be very useful for assess-
ing overall effects of treatment or change.

Change in Ability

Fischer’s (1976) general linear logistic latent trait model with relaxed assumptions (LLTA) in-
corporates measurement occasions and change directly in the model. The general LLTA does not
fix the number of measurement occasions (or time points), the number of items per time point, or
the number of latent dimensions (Fischer, 1989).

Andersen (1985) describes an IRT model developed for analysis of repeated administrations
of the same items. The model can be described as follows:

1
“ T T expl-(@, 5] M

P(yy = 116;,)

where 9; is the ability for person j at each time ¢, and b; is item difficulty. 9/*1 is taken as the initial
ability, and 6/*, (fort = 2, ..., T) indicates subsequent change in ability at each time #. Let the
ability for person j at each time point be 6}; and the change in ability at time ¢ be 0;,. For the first
time point, 6;1 =0,.Fort=2,...,T, 6; = 9;1 + 0;,. This approach does not provide a direct
estimate of change (Embretson, 1991), although 7— 1 contrasts can be tested simultaneously for
calculating ability changes. Below, the LTA is first described with a latent class model (LCM)
followed by a description of the LTA with a MixIRTM.

Latent Transition Analysis With Latent Class Model

The LTA is a form of Markov chain model known as latent class analysis (LCA). Markov chain
models have been used to analyze individual growth over time and to describe kinds of stagewise
development (Langeheine & van de Pol, 2002). LCA is used to detect subgroups that are not
directly observed in a population; that is, they are latent. The central difference between LCA
and LTA lies in the nature of the latent variable being measured. In this regard, Collins and
Wugalter (1992) distinguish between static latent variables and dynamic latent variables. Static
latent variables do not change; dynamic latent variables do change, often in systematic ways over
time. LTA is intended to measure dynamic latent variables, which are assumed to transition
through a series of latent stages over time (Graham et al., 1991).
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In a LCM, the probability for observing response pattern, w, is given as

G g ri
P=Sm JI1ol )

g=1 i=1 k=1
where T, is the proportion of the population in latent class g, pf,i[?zk) is the probability of response
ktoitemi (i.e.,i = 1,..., g) having the number of categories r; for latent class g, and I( - ) is

defined as 1 if w; = k and as 0 otherwise.
The LTA-LCM (Collins & Wugalter, 1992) is given as

g i

G Gr T
_ t—1 I(wi=k)
p= Z o Z n‘gl Hrg,|g,,1 (H p”k|gr )’ (3)
gi=1 gr=1 =2

i=1 k=1

where T, is the proportion of the population in latent class g at time 1, and ! | wle,, 1S the tran-
sition probability from latent class g, ; at time #— 1 to latent class g; at time #. The set of an ind-
ividual’s latent class memberships at one particular time is referred to as a latent status. p:kv‘”g " is
the probability of response k to item i for the pattern g;, and /(- ) is the indicator function.

When there are three or more occasions of measurement, it is possible for a second-order model
to be specified. In a second-order model, transitions between latent statuses are conditional not
only on the immediately previous time but also on the time before that as well (Collins & Flaherty,
2002). With three measurement occasions, Time 3 latent status in a second-order model, for exam-
ple, would be conditional on Time 2 latent status and also on latent status at Time 1.

LTA-LCM is a probabilistic model that uses patterns of categorical responses to estimate
examinee status at different time points on the latent variable(s) of interest. It can be used, in
other words, to detect latent groups of individuals that differ over time on some set of categorical
latent variable(s). LTA-LCM assumes that there is no variability on the latent variable (e.g., on
ability) within classes. One concern with LTA-LCM is that as the number of categorical varia-
bles (e.g., test items) gets larger, the data matrix becomes increasingly sparse, making it difficult
to estimate model parameters (Collins & Wugalter, 1992).

The LTA was originally developed using an unrestricted LCM parameterized in terms of
latent proportions and conditional response probabilities. The unrestricted LCMs, however,
are not the most useful when the analysis is intended to be for measurement rather than for
data reduction (Heinen, 1996). Restricted LCMs (e.g., IRT models) can be obtained by imposing
constraints on an LCM. When the intent is to explore potentially useful hypotheses about struc-
ture in the data, it is more useful to use restricted LCMs. Below, an LTA is described that incor-
porates a MixIRTM, thus extending the LTA to the analysis of change on a continuous latent
variable.

Latent Transition Analysis With a Mixture Rasch Model

The LCM and IRT in a MixIRTM are both based on the assumption of conditional indepen-
dence of items. One difference in the two models is that latent ability is categorical in the
LCM and continuous in IRT. The result is that the MixIRTM, itself a combination of LCM
and IRT, permits within-class variation on the latent variable (i.e., on ability). Members within
a latent class formed based on a MixIRTM, in other words, experience the same propensity for
a response to each of the items on the test (i.e., the IRT model within a latent class is the same
for all members of the class), although examinees in the same class can vary on the latent abil-
ity. In the LCM, however, examinees within a latent class are homogeneous in their response to
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items and do not vary on latent ability. A second difference is how an increase in test length is
handled. When test length increases, the matrix of response patterns becomes increasingly
sparse, making it difficult for model parameters to be well estimated. IRT can potentially mod-
erate this sparseness by applying a parametric model (e.g., a cumulative logistic or normal
ogive function) with strong assumptions describing the relationship between the response
probabilities and the latent ability.

The MixIRTM is typically seen to fit data better than conventional LCM or IRT models
(B. Muthén & Asparouhov, 2006). The MixIRTM has been applied to address both the qualita-
tive differences and quantitative differences. Rost (1990, 1997) described an MRM to detect
qualitative differences in response characteristics among latent classes of examinees. A mixture
linear logistic test model was used to detect random guessing behavior on a multiple-choice test
(Mislevy & Verhelst, 1990). Bolt, Cohen, and Wollack (2001) similarly used a mixture nominal
response model to investigate individual differences in the selection of response categories in
multiple-choice items. An MRM has been used for detecting differential functioning on items
(Cho & Cohen, 2010; Cohen & Bolt, 2005), for analyzing testlet effects (Cohen, Cho, & Kim,
2005), and for modeling learning (Wilson, 1989), observed mixtures (von Davier &
Yamamoto, 2004), and test speededness (Bolt, Cohen, & Wollack, 2002; Yamamoto & Everson,
1997). Below, a simple MixIRTM, MRM (Rost, 1990), is described and then the article shows
how it can be used in an LTA.

Mixture Rasch Model

The probability of a correct response in the logistic form of the MRM can be written as

G G
1
Phy=1=S m, Pl =1|g.0,) = n,- : (4)
=1 =2 R Pl = Ul =2 m oo
where g is an index for the latent class,g = 1,...,G,j = 1,..., N examinees, 0, is the latent

ability of examinee j within class g, 7, is the proportion of examinees for each class, and b, is the
Rasch difficulty parameter of item i in class g.

Latent Transition Model With Mixture Rasch Model

The latent transition model incorporating a MRM as the measurement model (LTA-MRM) can
be viewed as a changing-pattern clustering model over time. Patterns are used here to refer to the
sequences of movement between latent classes over time. Each cluster follows the model
described by Andersen (1985) (Equation 1) except that items can be either the same or different
over time. The probability of a correct response is

Gy Gr T (1) 1
Phyy,=1)=Y .. = T . : (5)
ijt glz::l 2 g g arlg-11 4 exp[_(ejtg, — b;(i)g,)]
where g, is an index for the latent class,g = 1,...,G,j = 1,..., Nexaminees, 0 _ is the latent

> tg
ability of a examinee j within the pattern g; (i.e., a vector of group memberships over time), byg,
is the Rasch difficulty parameter of item i nested within the form administrated at measurement
time ¢ for the pattern g,, m, is the proportion of the population in latent class g; at time 1, and

(t=1)
gilgi-1

&1

T is the transition probability from latent class g, ; at time 1— 1 to latent class g, at time ¢. The
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LTA-MRM can be extended into a second-order model, similar to that for the LTA-LCM,
thereby permitting transitions between latent statuses to be conditional not only on the immedi-
ately previous time but on other previous time(s) as well. In B. O. Muthén (2008), the latent class
g, at time ¢ is influenced by both the latent class g, ; at time # — 1 and potentially influenced by
abilities G;gzil at time 7 — 1. In the present study, the latent class g, at time ¢ is influenced only by

the latent class g, ; at time 7 — 1 for the first-order case.

Transition Proportions

The patterns of movement between latent classes at successive time points are modeled by a sto-
chastic process characterized by a Markov chain that is stationary over time points. Let the state
occupied at time ¢ be denoted z, for t = 2, ..., T with G possible group memberships. Then
transition probabilities, p,,s, ,, between states are given as

P@ =gzt = g-1) = Pgg, (1) = Pag  (t+ 1) = Dgg, | (6)
and )" p,. , = 1 for the previous group membership, g,y = 1,..., G.
8i-1
The likelihood of a sequence of states zy, zy, . . . , zr can be written as
T T T (1)
"
P(Zl 122y e 7ZT) :p(zl) Hp(zt|zt—1) = p(Z]) Hpgzgr—l = Tg, H Tg,\g,f, . (7)
t=2 t=2 t=2

Ability Structure

Multidimensional ability modeling over time in the LTA-MRM is the same as in Andersen

(1985), because within each pattern, abilities are time-specific. 9;] ¢ can be considered as the ini-
tial ability. 9;;& fort = 2, ..., T'involves initial ability and changes at each time #. Let the ability
at each time point be 0, for each pattern and the change in ability at time 7 be ;. For the first

Jig
time point, 0, = 015, For# = 2, ..., T, 0, holds. Although Andersen’s (1985) model does

> Vig
not provide a direct estimate of change (i.e., 0;,), change in ability for the LTA-MRM can be

calculated indirectly using ability profiles over time within a given pattern of latent class

memberships.
The multidimensional ability structure in an LTA-MRM is given as follows:
e;tg, NMN(u’g,a Egr)7 (8)

where |, is the mean vector and X, is the variance—covariance of the ability dimension across
time points in a multivariate normal distribution (MN) for a particular pattern of latent classes.
For example, a pattern of 121 indicates a transition from Class 1 at time 1 to Class 2 at time 2 and

then to Class 1 at time 3. 0 is composed of the O;gr, which follow MN(pg, X, ) with proportions

T
T, ] Tg\;il . MN(png, X, ) is constructed with respect to the transition among the different latent
=2

classes for each mixture pattern. In this study, an unrestricted covariance structure for X, is
modeled.

Item Difficulty Structure

Unlike the LTA-LCM (in Equation 3), the LTA-MRM provides sample-independent information
about the latent classes at each time point. Item parameter invariance across time points is
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assumed to ensure that the number and structure of the latent classes are the same across time in
addition to providing a basis for interpretation of the transition probabilities.

Estimation of Latent Structure and Scale Comparability

Item response probabilities in the ability structure described above have a multidimensional
structure for each transition pattern. Thus, the probability of a correct response, P(y;; =
1|gs, Bjsg,), can be different when the same items are administered across time points. Two
approaches can be considered for item parameter calibration. In the first, class-specific item dif-
ficulties are estimated using the data from only the first time point. This is similar to the calibra-
tion of item parameter estimates that are subsequently used for other samples from the same
population, such as for an item bank. Item difficulties are then held constant across time points.
The second approach is joint estimation of item difficulties, abilities, transition probabilities, and
group memberships, but holding item parameters invariant across time points. In this case, metric
anchoring is obtained by setting the mean and variance of ability for the first time point and the
first latent class to 0 and 1, respectively. Item difficulties and abilities are then estimated on this
metric. Given this approach to anchoring the metric, it is necessary to place the item difficulty
estimates on the same scale, if comparisons are to be made across time points.

The two methods can potentially lead to different latent structures. In the first method, infor-
mation from the first time point is used to obtain the class-specific item difficulties, under the
assumption that the structure does not change across time points. This is referred to as fixed esti-
mation. In the second method, information across time points is used to estimate the latent struc-
ture. This is referred to as joint estimation. Both methods were considered in the following
simulation study.

Anchor items need to be used to ensure scale comparability among latent classes (von Davier
& Yamamoto, 2004). If each latent group of examinees responds to the same set of items, one can
think of every item on the scale as being a potential anchor item to be used in estimating an
appropriate link (Embretson & Reise, 2000). This is similar to a common-item internal anchor
nonequivalent groups linking design, although, in the MRM, class-specific item difficulties as
well as group memberships g are estimated simultaneously.

Estimation

The primary modeling framework of the LTA-MRM is a mixture model. There are well-known
estimation problems in mixture modeling including identification issues and local solutions
(Congdon, 2003; Frithwirth-Schnatter, 2006; McLachlan & Peel, 2000; Vermunt & Magidson,
2005). Below, some of the issues that affect estimation of the LTA-MRM are discussed.

Nonidentification of a model implies that different parameter estimates yield the same log
likelihood value. Because the likelihood function is invariant with respect to different permuta-
tions of model parameters in the mixture modeling, there is a problem called label switching.
Two types of label switching occur with mixture modeling (Cho, Cohen, & Kim, 2006). The first
type occurs across iterations within a single chain in Bayesian solution. The second type of label
switching can happen for both Bayesian and maximum likelihood estimation (MLE). The second
type does not distort the final estimates in an empirical study, but one needs to be aware of it
when interpreting results of simulation studies. For example, Class 1 may be generated but
the label may be described as Class 2. This kind of label switching can easily be observed in
a simulation study because the generating parameters are known.

Maximizing a likelihood yields a solution that provides a local maximum only within
a restricted set of parameter values rather than globally over all possible combinations of
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Table 1. Labels of Constraints on Ability Structure for Each Transition Pattern for Three Time Periods
Used in Both the Simulation Study and the Real Data Study

Variances (on diagonal) and covariances (%)

Mixture-transition pattern Mean vector (jg,) Time | Time 2 Time 3
11 Time | 19 |

Time 2 21 7 3

Time 3 23 15 I 5
112 Time | 19 |

Time 2 2] 7 3

Time 3 24 16 12 6
121 Time | 19 |

Time 2 22 8 4

Time 3 23 15 13 5
122 Time | 19 |

Time 2 22 8 4

Time 3 24 16 14 6
211 Time | 20 2

Time 2 21 9 3

Time 3 22 17 I 5
212 Time | 20 2

Time 2 21 9 3

Time 3 24 18 12 6
221 Time | 20 2

Time 2 22 10 4

Time 3 23 17 13 5
222 Time | 20 2

Time 2 22 10 4

Time 3 24 18 14 6

parameter values. As a result, one problem is that the estimation of likelihoods of mixture mod-
els, in general, is prone to yielding multiple local maxima (Frithwirth-Schnatter, 2006; McLa-
chlan & Peel, 2000; B. Muthén et al., 2002). In addition, mixture models that are identified in
theory can, in certain samples and with certain starting values, be empirically nonidentified
(B. Muthén et al., 2002).

The usual method used for checking whether the model is identified or a local solution is ob-
tained is to run the model with multiple different starting values (McLachlan & Peel, 2000).
Observing the same log likelihood from multiple sets of initial values increases confidence
that the solution is not local.

The computer program Mplus (L. K. Muthén & Muthén, 2006) was used to estimate the
LTAMRM in this study. TYPE = MIXTURE causes Mplus to estimate a mixture model. The
ESTIMATOR = ML option yields MLE with conventional standard errors and rectangular (spe-
cifically, trapezoid) numerical integration as a default (L. K. Muthén & Muthén, 1998-2006).

Maximum likelihood optimization was done in two stages. First, an optimization was carried
out for 50 iterations using each of 30 randomly specified sets of starting values generated inside
Mplus. Ending values with the highest log likelihoods were used as the starting values in the sec-
ond stage with the default optimization settings for TYPE = MIXTURE.

Equality constraints are needed to specify the ability structure. Means and variances were set
to be equal as group membership was assumed to be the same at each time point. Also,
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covariances were set to be equal as group membership was assumed to be the same at adjacent
time periods. Three time periods were used in this study. The values in Table 1 are labels indi-
cating which of the different terms in the model were constrained to be equal. There are six
unique labels, for example, for the ability means (i.e., 19, 20, 21, 22, 23, and 24). These labels
indicate that the means with the same label were constrained to be equal. So for transition pat-
terns 111, 112, 121, and 122, the label 19 indicates that means at Time 1 for these four patterns
were constrained to be equal. Similarly, there are six labels for ability variances (i.e., 1,2, 3,4, 5,
and 6) indicating which variances in Table 1 were constrained to be equal. For example, the var-
iances for the four transition patterns 111, 112, 121, and 122 all have the label 1 for Time 1, indi-
cating that they were constrained to be equal for Time 1.

Simulation Study

This section presents a simulation study designed to illustrate the performance of the LTA-MRM
under some practical measurement conditions.

Simulation Design

Two test lengths (14 and 30 items) were simulated along with three sample sizes (100, 1,000, and
3,000 examinees), and two procedures for determining latent structure and metric anchoring over
three time periods. A two-group solution was simulated at each time point. Data sparseness in the
Shorter Test x Smallest Data Set was considered a potential problem for estimation of covarian-
ces among ability estimates. For this combination, therefore, a constraint of 0 on the covariances
was imposed as an additional condition.

Generation of Mixture Patterns

The latent classes were generated by manipulating item difficulty profiles between latent groups
using the same rationale as in Rost (1990). Each item profile was generated on the same N(0, 1)
ability scale so that the quantitative differences (i.e., the differences in ability means between
latent classes) not confounded with the qualitative differences as shown in the differences in
item profiles. When generated in this way, crossing item profiles reveal qualitative individual
differences (De Boeck, Wilson, & Acton, 2005; Rost, 1990). Class 1 was generated for the
14-item test as a group having lower ability, whose members performed well on simple items
(Items 7-10). Class 2 was generated as a higher-ability group whose members performed well
on more complex items (Items 1-6 and 11-14).

Generating item parameters are shown in Table 2. Assuming item difficulty parameters to be
invariant over time, each time period was simulated as having the same class-specific item dif-
ficulties. Item difficulties for Class 1 were simulated to be lower than those for Class 2. The sim-
ulation study was designed to focus on parameter recovery so anchor items were not considered.

Ability was simulated for the transition patterns shown in Table 3. X, in Table 3 indicates the
standardized variance and covariance matrix for each transition pattern. The assumption was that
correlations between abilities decreased with an increase between the simulated time periods for
mixture patterns 111 and 222.

Eight possible transition patterns are possible for the two latent classes over the three time
points considered in the simulation study. An intervention was simulated between Time 2 and
Time 3 by modeling different proportions of each latent class at each time point. As shown in
Table 4, 30% of examinees were simulated to be in the high-ability group at Time 2 and 75%
at Time 3. In addition, pattern 112 (i.e., initial membership in Class 1, followed by membership
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Table 2. Generating Item Difficulties for the Simulation Study

14-ltem test 30-Item test
Item Class | Class 2 Size of difference Class | Class 2 Size of difference
| 0.4 -2.0 2.4 0.4 -2.0 2.4
2 -1.4 2.4 1.0 -1.0 2.4 1.4
3 -1.8 -1.8 0.0 -0.8 -1.8 1.0
4 1.8 1.4 0.4 -1.0 -2.0 1.0
5 2.8 2.0 0.8 -0.8 -1.8 1.0
6 2.0 -1.2 3.2 2.0 1.5 0.5
7 -1.8 1.2 -3.0 0.0 -1.0 1.0
8 -1.7 0.8 =25 -2.0 2.4 0.4
9 -1.8 -1.4 0.4 -0.5 -1.2 0.7
10 2.4 2.2 —4.6 0.0 -1.0 1.0
Il -0.2 -1.0 0.8 2.4 2.0 0.4
12 2.4 2.0 0.4 1.4 1.0 0.4
13 -0.2 -1.2 1.0 2.9 22 0.7
14 1.9 1.4 0.5 2.4 2.0 0.4
15 -2.8 1.2 —4.0
16 -2.0 2.2 —4.2
17 -2.8 -1.4 -1.4
18 -1.0 2.5 -35
19 -1.0 2.0 -3.0
20 -1.8 0.7 -2.5
21 -0.8 -1.0 0.2
22 0.5 0.0 0.5
23 -0.8 -1.2 0.4
24 -2.0 2.4 0.4
25 -0.5 -1.5 1.0
26 2.0 1.8 0.2
27 2.8 24 0.4
28 2.0 1.4 0.6
29 0.0 -2.0 2.0
30 2.8 22 0.6

in Class 1 at Time 2, and then membership in Class 2 at Time 3) was simulated to have 50% of
the members move from the low-ability group to the high-ability group from Time 2 to Time 3.

Root mean square errors (RMSEs) are given in Table 5 describing recovery of item difficul-
ties, group membership, and transition probabilities for fixed and joint estimation. Recall that in
fixed estimation, model parameters were estimated for the first time period and then held fixed
across time periods. WINMIRA (von Davier, 2001) was used for convenience for fixed estima-
tion. Item parameters were estimated based on responses from the first time point. For joint esti-
mation, model parameters were estimated jointly across all three time periods.

As shown in Table 5, RMSEs for item difficulties were smaller for joint estimation. Con-
straining covariance terms to be 0, however, appears to have had no effect on RMSEs for the
14-item x 100-examinee condition. An increase in test length resulted in slightly smaller
RMSE:s for the 3,000-examinee condition. RMSEs generally decreased, however, as sample
size increased.

The recovery of group membership was assessed as the proportion of the class correctly de-
tected at each time period. Recovery differed little between fixed and joint estimation except for
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Table 3. Generating Ability Structure for the Simulation Study

Variances (on diagonal) and covariances (%)

Mixture-transition pattern Mean vector (jL,) Time | Time 2 Time 3
11 Time | 0 I

Time 2 0 .65 |

Time 3 0 .38 A8 |
112 Time | 0 I

Time 2 0 .65 |

Time 3 0 .10 .06 |
121 Time | 0 I

Time 2 0 .02 |

Time 3 0 .38 .07 |
122 Time | 0 I

Time 2 0 .02 |

Time 3 0 .10 .30 |
211 Time | 0 I

Time 2 0 .08 |

Time 3 0 12 A8 |
212 Time | 0 I

Time 2 0 .08 |

Time 3 0 24 .06 |
221 Time | 0 I

Time 2 0 49 |

Time 3 0 12 .07 |
222 Time | 0 I

Time 2 0 49 |

Time 3 0 24 .30 |

the 14-item x 100-examinee condition with the covariance constraint. Group membership was
recovered better with joint estimation. Use of the constraint for the small sample conditions, like-
wise, yielded smaller RMSEs for joint estimation. As the number of items and examinees
increased, the RMSEs decreased. Recovery of group membership was very good in the 1,000-
and 3,000-examinee conditions for both fixed and joint estimation.

Recovery of Ability Structure

Table 6 presents average RMSEs for recovery of means, variances, and covariances describing
the structure of ability. In the 14-item condition, means were recovered slightly better in the fixed
condition, but no differences between fixed and joint estimation were observed in recovery of the
means in the 30-item condition.

RMSE:s for joint estimation of variances were smaller. Use of the 0 constraint appears to have
had no effect on recovery of variances. Recovery of covariances was better for the joint estima-
tion condition, particularly in the larger sample size conditions. Constraining covariances to
0 did appear to improve recovery in the small sample size condition. For all three components
of the ability structure (i.e., means, variances, and covariances), the increase in number of items
did not affect the recovery. As number of examinees increased, however, the RMSE did become
smaller.
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Table 4. Generating Values in the Simulation Study

Latent transition probabilities Group proportions Transition patterns
Time 2 Sample size Sample size

Time | Latent class Class Proportion 100 1000 3000 Proportion 100 1000 3000
Latent class | 2 Time | | 77 77 770 2310 [III .10 10 100 300
| 221 779 2 .23 23 230 690 I12 .50 50 500 1500
2 .565 435 Time2 | 7 70 700 2100 I21 .05 5 50 150

Time 3 2 3 30 300 900 122 12 12 120 360
Time 2 Latent class Time3 | 25 25 250 750 211 .05 5 50 150
Latent class | 2 2 75 75 750 2250 212 .05 5 50 150
| 786 214 221 .05 5 50 150
2 667 333 222 .08 8 80 240

Conclusions From Simulation Study

Test length did not appear to have much inuence on recovery of model parameters, but recovery
of model parameters was generally better in large sample conditions. Recovery for joint estima-
tion likewise tended to be better. RMSEs for the covariance constraint conditions appeared to be
smaller for variances and covariances in the fixed estimation condition and slightly smaller for
the transition probabilities in both fixed and joint estimation conditions.

Application: Effects of Enhanced Anchored Instruction
on Mathematics Achievement in Middle School

Students with learning disabilities (LDs) often have difficulty in identifying and extracting rel-
evant information in typical text-based mathematics problems because of low reading and com-
putational skills (Parmar, Cawley, & Frazita, 1996). Knapp and Turnbull (1990) suggest that
these difficulties arise from an overemphasis on teaching low-order skills to low-achieving stu-
dents at the expense of teaching them more complex concepts. As a result, testing of more com-
plex skills is likely to underestimate what these students might be capable of doing. These
students have been shown to perform better in class, however, when instruction is provided using
Enhanced Anchored Instruction (EAI) in a technology-rich environment (Bottge, Rueda, Serlin,
Hung, & Kwon, 2007). Mathematics problems in the EAI approach are presented by immersing
students directly into problem contexts, thus eliminating much of the reading obstacle for many
students with LD who have difficulty in both mathematics and reading (see Fuchs & Fuchs,
2002; Geary, 1993; Geary, Hamson, & Hoard, 2000; Muth, 1984). Most students find the EAI
problems to be relevant and interesting, contrary to the usual reaction most of them have to solv-
ing standard text-based problems (Lesh & Kelly, 2000). Teachers using EAI also place high ex-
pectations on their students, a prerequisite for higher academic achievement (Clifford, 1991;
Darling-Hammond, 1996).

In this application, the effects of EAI are examined on students’ responses to mathematics test
questions designed to measure the effects of EAIL Effects of instruction are usually examined at
the score level and explained in terms of manifest variables such as membership in a particular
demographic group or as a function of ability or achievement level. MixIRTMs also can be used
to detect latent groups based on homogeneities in the patterns of responses used by members of
a latent group. In this regard, substantial information may be obtained by a careful analysis of
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Table 5. RMSEs and Misclassification Rates for Recovery of Generating Parameters for Item Difficulty,
Group Proportion, and Transition Probabilities for the Simulation Study

Item difficulties Group membership® Transition probabilities

Number of items Number of examinees Fixed Joint Fixed Joint Fixed Joint
14 100 515 257 019 017 010 .027
100-C° 515 285 .025 014 .049 0l4

1,000 .128  .087 .006 .006 0lI8 017

3,000 107 .043 .006 .000 .007 .007

30 100 .893 249 017 0l8 .054 .050
1,000 .148  .084 .006 .006 010 .037

3,000 074 052 .000 .000 .006 .005

Note: RMSE = root mean square error.
a. Misclassification rate.
b. Covariance constrained.

patterns of responses by latent groups of individuals to test items (Mislevy & Verhelst, 1990).
Previous research has demonstrated that latent groups of students can be identified that differ
in the kinds of cognitive strategies they use to answer test questions (Embretson & Reise,
2000; Rost, 1990, 1997).

In this application, an LTA-MRM was used in the assessment of effects of a multiwave exper-
iment of an EAI instructional treatment (Bottge, Heinrichs, Chan, Mehta, & Watson, 2003) on
mathematics achievement of LD and non-LD middle school students. If EAI instruction is effec-
tive at improving LD students’ mathematics test performance on items requiring complex skills,
then they should be better able to correctly answer these items following EAI instruction than
before. To investigate this conjecture, the present study examined students’ responses to perfor-
mance-based test questions requiring use of multiple mathematical skills for constructing and
describing solutions to real problems involved in building a skateboard ramp. The LTA-MRM
was used to determine whether particular sets of patterns emerged that may be due to changes
in the differential use of response strategies for answering these performance test items. Results
are presented for the EAI instructional treatment Fraction of the Cost (FOC; Bottge et al., 2003)
described below.

Methods for EAI Application

FOC instruction. The FOC video-based anchor (Bottge et al., 2003) immerses students in build-
ing a skateboard ramp. The problem is introduced in an 8-minute video-based anchor called
Fraction of the Cost. This video stars three students from a middle school in a small midwestern
town. The video, available in both Spanish and English, was filmed at a local skateboarding store
and in the garage and backyard of a local home in the community. Students are asked to learn the
mathematics needed to solve multiple real-world problem-based performance tasks as they work
to build the ramp. The FOC problem requires them to read schematic plans to determine how
much wood they will need; how much the materials, including the wood, the screws, etc. will
cost; and what size pieces of wood they will need. Then they are asked to determine the best
way to cut each of the pieces without wasting wood, and then to actually build the ramp.

Two mathematics teachers (MT1 and MT2) each taught three 90-minute blocks per day. MT1
taught an inclusive class, a high-achieving class (prealgebra), and a class of average-achieving
(typical) students. Pretest scores on the lowa Tests of Basic Skills (ITBS [Form A]; University of
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Table 6. RMSEs for Recovery of Ability Structure by Type of Estimation for the Simulation Study

Means Variances Covariances

Number of items Number of examinees Fixed Joint Fixed Joint Fixed Joint
14 100 0.281 0.370 0.763 0.326 0410 0.273
100-C* 0.241 0.307 0.587 0399 0.290 0.246

1,000 0.039 0.045 0.082 0.079 0.246 0.243

3,000 0.018 0.014 0.041 0.129 0.165 0.128

30 100 0.276 0.280 0.346 0.306 0.316 0.337
1,000 0.053 0.034 0.096 0.060 0.094 0.081

3,000 0.023 0.016 0.018 0.016 0.035 0.029

Note: RMSE = root mean square error.
a. Covariance constrained.

Iowa, 2001) confirmed the difference between MT1’s three classes in computation and in prob-
lem solving. MT2 taught three typical classes. Pretest ITBS scores confirmed there were no dif-
ferences between MT2’s typical classes in either computation or in problem solving.

FOC mathematics test. A test to measure effects of the FOC instruction was constructed for
assessing knowledge of mathematics contained in the standards recommended for students in
Grades 6 to 8 by the National Council of Teachers of Mathematics (specifically, numbers and
operations, measurement, problem solving, communication, and representation). The FOC test
used in this study was a 23-item test composed of performance tasks assessing students’ abilities
to interpret a three-dimensional schematic plan, measure lengths of building materials in feet and
inches, estimate and compute combinations using whole numbers and fractions, and interpret and
record data in tables. Responses to 20 of the 23 items consisted of constructing short answers that
were scored as either correct or incorrect. Six of these 20 items had very low or zero proportions
of correct responses for the first two time points. Five of these six were problem-solving items.
These six items were removed from the analysis, leaving 14 dichotomously scored items to be
analyzed for this application.

Data sources. Students were drawn from six mathematics classrooms in a small Midwestern
school district. The sample consisted of 50 males and 59 females, all in the seventh grade. There
were 23 high-achieving (prealgebra) students, 69 average-achieving (typical) students, and 17
low-achieving students. Nine students had diagnosed LDs and were classified by the school as
low-achieving. One student with LD was not classified by the school as low achieving. The
remainder of the students in the sample had no LD.

Multiwave study design. The study spanned 7 months of the regular school year, from October
to April. The FOC tests administered at three time points during the course of the year were ana-
lyzed in this study. Time point 1 (Pretest 1) was administered in October to 109 students. The
FOC test was administered again at Time 2 (Pretest 2) in November to 107 of the 109 students
(immediately following another instructional intervention, Kim’s Komet). The FOC test was
administered again to 109 students at Time 3 (Posttest) in April immediately following FOC
instruction. (The Kim’s Komet instructional intervention took place over a 3-week period
in November of the school year following the FOC pretest. The mathematics taught in the
Kim’s Komet treatment was designed to not interact with that taught in the FOC treatment.)

LTA-MRM analysis. An exploratory analysis was done to fit an MRM to the data for each time
period using the computer program WINMIRA (von Davier, 2001). The number of latent classes
at each time period was determined by selecting the model that provided the best fit to the data.
This was then followed by joint estimation of model parameters given the best-fitting model at
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Table 7. Cognitive Skills Required for Solving Each Item for the Real Data Study

Cognitive skill
ltem Number and operation Measurement Representation
| | 0 0
2 | 0 0
3 | | 0
4 | | 0
5 | | 0
6 | | 0
7 | | 0
8 | | 0
9 0 | 0
10 | | |
I | I |
12 | 0 0
13 | 0 0
14 | 0 0

each time point. The Bayesian information coefficient (BIC) has been shown to perform well for
selection of the correct number of latent classes in simulated data for MRM (Li, Cohen, Kim, &
Cho, 2009). According to the BIC, a two-group model was the best fit for all three time points.

In this application, only those items on the FOC test that required more than one mathematics
skill or operation to arrive at a correct answer were analyzed. These items were more complex
than those that only required a single mathematics skill. Table 7 presents a matrix indicating the
particular mathematics skills that are required to solve each item. As can be seen in Table 7,
Items 3, 4, 5, 6, 7, 8, 10, and 11 required two or more different skills for a correct answer and
so were considered to be complex items. Items 1, 2, 9, 12, 13, and 14 were not considered com-
plex items as they required only a single skill for a correct answer. Instead, these items were eval-
uated as possible anchor items to anchor the metric across latent classes.

Anchor items were used to ensure scale comparability among parameters in the two latent
classes. The equality of the estimated item parameters across the latent classes was determined
by separately constraining the item difficulties for one item at a time over the two latent classes.
The likelihood for this model was compared to that for a model in which all item parameter con-
straints were relaxed so that estimates for all items could potentially be different for the two
latent classes. A likelihood ratio test was used to compare the —2 log likelihoods for the one-
item-constrained and all-items-fully-relaxed models. In this way, each item was examined sep-
arately based on data from the first time point to determine the possibility it was class-invariant.
No change in the —2 log likelihoods was observed between the all-items-fully-relaxed model
and the one-item-constrained models for Items 2, 12, and 13. Based on this result, these three
items were used as anchor items. Furthermore, the mean of ability for the first time point and
the first class was set to be 0 for the model identification. Joint estimation was then used to esti-
mate the remaining item difficulties over the three time periods in Mplus (L. K. Muthén &
B. Muthén, 2006).

Data were sparse in some response patterns, as the FOC sample size was small. This, in turn,
resulted in difficulty in estimating covariance terms for the ability structure. The LTA-MRM was
first fit by setting all covariances as unconstrained and, therefore, estimated freely. Transition
probabilities estimated between time periods were quite small and appeared to be poorly
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estimated. As a result, the following ability covariances terms were fixed at 0: Between Class 2 at
Time 1 and Class 1 at Time 2, between Class 1 at Time 2 and Class 1 at Time 3, and between
Class 2 at Time 2 and Class 1 at Time 3.

First- and second-order LTA analyses were then estimated, and a first-order LTA solution was
selected based on BIC as better fitting the data. LTA-MRM results for 50 starting values in
Mplus indicated that the highest log likelihood was replicated in the five final stage solutions
indicating that a local solution probably was not reached and the model was identified for the
first-order joint estimation.

Results for the Application

Class characteristics. Class characteristics were investigated with respect to item difficulty,
ability estimates, and association between latent and manifest group memberships. In general,
members of Class | had difficulty providing correct answers to items that dealt with measure-
ment and with questions that required multiple skills. Further analysis of their responses indi-
cated that compared to members of Class 2, members of Class 1 tended to give answers that
failed to account for measures on the schematics. Below, it is described in more detail what these
differences were.

Item difficulties for the LTA-MRM were estimated using joint estimation. This assumed
invariance of item parameters across the three time periods. Plotting item difficulties for differ-
ent latent classes can sometimes provide a visual means of determining strengths and weaknesses
of each group. Figure 1 presents such a plot for the two latent classes in the application: Item 1
and Items 3 to 10 were clearly more difficult for members of Class 1, and Items 11 and 14 were
more difficult for members of Class 2. As mentioned earlier (and as shown in Table 7), Items 3
through 8, 10, and 11 required two or more different skills for a correct answer so were consid-
ered to be complex items. Members in Class 2 were more likely to solve these items than mem-
bers in Class 1. Items 3 to 8 ask students to interpret a schematic plan, list the number and lengths
of wood required for building the skateboard ramp, and then convert the measurements from
feet-and-inches to inches. For Items 10 and 11, students must figure out and show how to cut
2 x 4s to waste as little wood as possible. This task is not straightforward because it requires
students to use the most economical combinations of wood from the garage. Students need to
read a tape measure to measure the wood (i.e., measurement), figure out how this wood can
be used based on their interpretation of the schematic plan (i.e., representation), and then com-
pute the combinations (i.e., numbers and operations). Items 1 and 2 ask students to figure out
how much money one of the friends shown in the video can contribute to the skateboard
ramp project. In the video, one boy states he can spend 10% of the $210 in savings. Looking
at a bank statement, his friend states that he must keep $50 of his lawn mowing money in the
bank. Items 12 to 14 were not considered complex, although answers to the problems depended
on a correct interpretation of the overall FOC problem and answers given to previous items on
the test. For example, Item 14 asked students to figure out the total cost of building the ramp. The
math skill required is simply adding the dollar amounts of the items (e.g., 2 x 4s, lumber, ply-
wood, screws). However, the correct cost is dependent on their interpretation of the schematic
plan, calculating the economical use of wood, and how much new wood they need to purchase.

Class 2 clearly was higher in ability than Class 1 over all three time points. There were
64 students in latent Class 1 at Time 1 (M = 0, SD = 0093), 42 in Class 1 at Time 2
(M = 0.45,SD = 0.78), and 10 in Class 1 at Time 3 (M = 0.95, SD = 0.47). In Class 2, there
were 45 students at Time 1 (M = 0.42, SD = 0.73), 67 at Time 2 (M = 1.01, SD = 0.86), and
99 at Time 3 (M = 2.02, SD = 1.14).
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Figure |. Item difficulty profiles for the application.

Fourteen of the 17 low-achieving students were in Class 1 on Pretest 1, 11 were in Class 1 on
Pretest 2, and no low-achieving students were in Class 1 on posttest. Eight of the nine LD stu-
dents were in Class 1 at Pretest 1 and Pretest 2. All students with LD were in Class 2 at Time 3.
That is, all students with LD had moved into the high-ability class following FOC instruction. A
chi-square on latent class by achievement level and latent class by LD status indicated that both
achievement level and LD status were related to latent class membership for the first two time
periods (i.e., before FOC instruction). There was no association for these variables, however, fol-
lowing FOC instruction. Gender also was not related to class membership at any time point.

Proportions and counts for each transition pattern. Proportions for each transition pattern are shown
in Table 8. The three most frequently observed transition patterns were 112, 122, and 222: 30 stu-
dents had Pattern 112, 27 students had Pattern 122, and 36 students had Pattern 222. There are
some transition patterns like 121,211, and 221 that are less plausible given the design of the study.
These transition patterns have very low frequencies and possibly represent classification errors
given the sample sizes in an empirical study (109 examinees and 14 items). Results from the sim-
ulation study suggest that the misclassification rate for group membership was .017 for the joint
estimation case for a 14-item test and a 100-examinee sample (see Table 5).

Eight of the nine students with LD had Pattern 112, and one student with LD had Pattern 222.
According to the LTA-LCM results, in other words, the one LD student who was not low achiev-
ing was in the high-ability group at Pretest 1 and Pretest 2, and also in the high-ability group at
posttest.

Two omnibus hypotheses were tested using a split-plot design based on the transition pattern
variable: (a) Were the changes in ability over time the same across transition patterns (i.e., was
there an interaction effect between time and latent class)? and (b) For all transition patterns, was
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Table 8. Class Counts and Proportions for Each Transition Pattern for the Real Data Study

Pattern Without disabilities With disabilities Count Proportion
11 5 0 5 .046
112 22 8 30 275
121 2 0 2 018
122 27 0 27 .248
211 I 0 | .009
212 6 0 6 .055
221 2 0 2 018
222 35 | 36 .330
2.5 4
2 I\
1.5
1
0.5
0 ./
Pretest1 Pretest2 Posttest
-0.5
-1 -
—e— Pattern 112 —=— Pattern 122 Pattern 212 —— Pattern 222

Figure 2. Ability mean profiles for the application.

there any change in ability over time (i.e., time effect)? The sample for the application was rel-
atively small and, as a result, four of the eight transition patterns, 211, 221, 111, and 121, were
excluded from this analysis because of very small numbers. A repeated measures analysis of var-
iance was used to investigate the two hypotheses for patterns 112, 122, 212, and 222. An inter-
action was observed between time and group for transition patterns, F(6, 190) = 5.65, p < .01,
partial eta square = .151, indicating that change in ability over time was different for different
transition patterns. Because there was an interaction effect, the time effect was investigated for
each transition pattern. For each pattern, a significant change in ability (p values <.01; partial eta
square values ranged from .751 to .991) was observed across the three time points. Figure 2
shows the ability mean profile over three time points for patterns 112, 122, 212, and 222.
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Table 9. Transition Probabilities for Each Latent Class for the Real Data Study

Time 2
Time | Latent Class
Latent Class | 2
| .550 450
2 .166 .834
Time 3
Time 2 Latent Class
Latent Class | 2
| 174 .826
2 .085 915

Latent transition probabilities. Estimated transition probabilities are shown in Table 9. Of the
students who were in Class 1 at Pretest 1, 45% were subsequently classified into Class 2 at Pretest
2. This is an interesting result as no FOC intervention occurred until after Pretest 2. It is possible
that this transition probability reflects a memory effect as the same performance tasks were used
for all three time periods. Another possibility is that the Kim’s Komet instructional intervention
presented to these same students just prior to Pretest 2 may have had some effect. Second, 92% of
the students who were in Class 1 at Pretest 2 were subsequently classified into Class 2 at posttest.
Because FOC instruction was presented just before the posttest, the interpretation would appear
to be that this transition probability reflects the impact of the FOC intervention.

Discussion

In this study, the LTA-MRM model was applied to a curriculum-based test of mathematics
achievement to determine the effects of an instructional intervention. The LTA-MRM enables
researchers to consider both the potential heterogeneity in response to intervention as well as
a methodology for assessing the effects of the intervention over time.

The simulation study was done to examine the behavior of the LTA-MRM for fixed and joint esti-
mation, use of a constraint of 0 for the covariance terms (implemented with the small sample and short
test condition), test length, and sample size. Joint estimation yielded smaller RMSEs for item diffi-
culty, group proportions, and ability than fixed estimation. Setting covariance terms to 0 for the small
data set and short test condition also resulted in smaller RMSEs at each time point for group propor-
tions, transition probabilities, and ability estimates than without the constraint. As the number of items
and examinees increased, group proportions for each time point and RMSEs of transition probabilities
decreased. Recovery of ability likewise improved with an increase in sample size.

In the simulation study, growth was simulated by increasing the proportions of high-ability
group membership for each subsequent time point. Using this approach to generating data re-
sulted in no differences between fixed and joint estimation in the detection of latent structure.
It would be helpful to further compare the performance of fixed and joint estimation for the
LTA-MRM by manipulating both change in terms of mean ability and change in terms of the
proportions of latent class memberships. Simultaneously simulating both types of change should
provide useful evidence about the two estimation methods.

Maximum likelihood estimation of class-specific parameters was difficult for the small sam-
ple size in the example, even though the LTA-MRM moderates the data sparseness problem bet-
ter than the LTA-LCM. The LTA-MRM itself presents a computational problem, however,
because it requires high dimensional integration as the number of time points increases. Joint
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estimation for 14 items, 109 examinees, and three time points required 12 hours to complete a sin-
gle simulation on a computer equipped with a 3.19-GHz processor with 3.00 GB of RAM. One
possible approach to solving these problems could be using a Markov chain Monte Carlo
(MCMC) algorithm to estimate model parameters. The use of mildly informative priors with
MCMC on the probabilities of mixtures may help mitigate problems such as sparseness of
data. Selection of appropriate priors on these probabilities can be potentially useful for bounding
the mixture posterior away from nonidentifiability. Some problems remain, however, such as
model identification and label switching for either MLE or MCMC.

The purpose of this article was to demonstrate the potential for the LTA-MixIRTM method
for studying change in a behavioral process. This was done in the context of a problem that
used the same set of performance tasks (i.e., items) over multiple time points. It is possible in
such a case that memory may have played a part in test responses for some students. There
was some evidence, in fact, that memory effects may have been present in one of the transition
patterns. Memory effects, response consistency effects, and practice effects are all problems that
may exist when dealing with repeated measures, possibly resulting in violation of the local inde-
pendence assumption within the each pattern. In the application, however, the test items were
performance tasks with multiple steps embedded in each one. For some of the items, students
had to interpret schematic plans of a building project, figure out the most economical use of
wood and other materials, and compute the total cost. Students were not told how they did on
the pretests or posttests, nor were they shown the correct answers. Thus, it is unlikely that mem-
ory of test items had much, if any, impact on overall student test performance.

Extension of the LTA-MRM to modeling of different items across multiple time points is
something that also might usefully be considered. This would require locating class-specific
item parameter estimates on a common scale along with (some) anchor items. As was described
for the example, class-specific item difficulties can be calibrated separately and then fixed as the
first step in the estimation of an LTA-MRM. A joint estimation can then be used in the second
step by setting class-invariant items as anchor items.

Results from the simulation study suggested that it was possible to obtain stable estimates for
the LTA-MRM, given the sample size in the empirical data set. For larger data sets, it should be
possible to incorporate more complex measurement models such as a mixture two-parameter or
a mixture three-parameter model into an LTA.

In the example, it was found that items requiring two skills were clearly more difficult for
members of Class 1 after class-specific item difficulty estimates were put onto the same metric.
Although differential item functioning (DIF) in some items is indicated between the two latent
classes, as Maij-de Meij, Kelderman, and van der Flier (2008) note, the presence of DIF does not
necessarily imply that the constructs being measured in each latent class are necessarily differ-
ent. However, it is still the case that ability estimates may reflect somewhat different response
processes across classes. As Embretson and Reise (2000) note, it is still not clear whether abil-
ities should be interpreted equivalently across classes, or whether it is necessary to adjust scores
for deficient skill states.
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