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LRESPONSES 
PLOT, 851 

SAVE, 839 

SAVEDATA, 842–43 

LRTBOOTSTRAP, 690 

LRTSTARTS, 693 

LTA calculator, 11, 250–53 

M, 615–18 

MAHALANOBIS 
PLOT, 852 

SAVEDATA, 840 

Mantel-Cox test, 811 

marginal probabilities, 820 

Markov chain Monte Carlo, 701–7 

MATRIX, 701 

MCCONVERGENCE, 698 



                                                                                                                    935 
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MCMC, 668–69 

MCMC chain, 668–69 

MCONVERGENCE, 698 

MCSEED, 687 

MDITERATIONS, 706 

MEAN 
DEFINE, 643–44 

POINT, 701–2 

mean square error (MSE), 472 

mean structure, 72–74, 81–82 

means, 729–30 

MEANS, 570 

measurement error, 366–69 

measurement invariance, 540–47, 670–71, 

672–74, 812 
approximate, 110–12 

MEDIAN, 701–2 

mediation 
bootstrap, 37–38 

categorical variable, 551 

cluster-level latent variable, 282–83 

continuous variable, 32–33 

missing data, 39–40 

moderated, 40–42 

random slopes, 495–97 

MEMBERSHIP, 629–31 

merging data sets, 512–13, 843–45 

METRIC 
ALIGNMENT, 701 

MODEL, 670–71 

metric model, 540–47 

Metropolis-Hastings algorithm, 703–4 

MFILE, 843 

MFORMAT, 844 

MH, 703–4 

MIMIC 
continuous factor indicators, 71–72 

multiple group analysis, 80–81, 81–82, 82–83 

MISSFLAG, 827 

MISSING 
DATA MISSING, 587–90 

MONTECARLO, 872–73 

VARIABLE, 601–3 

missing data, 39–40, 445–47, 448–49, 449–

51, 451–52, 453, 454–55, 455–58, 458–

60, 473–77, 477–78, 481–83, 547–51 

missing data correlate, 445–47, 615–18 

missing data generation, 871–73 

missing data patterns, 809–10 

missing data plots, 846–48 

missing value flags, 601–3 
non-numeric, 502 

numeric, 502–3 

MITERATIONS, 696 

MIXC, 699 

MIXTURE, 659–61 

mixture modeling 
confirmatory factor analysis (CFA), 194 

multivariate normal, 201–3 

randomized trials (CACE), 203–5, 205–7 

regression analysis, 170–73 

structural equation modeling (SEM), 198–99 

with known class, 200–201 

zero-inflated Poisson regression analysis, 

174–75 

zero-inflated Poisson regression as a two-class 

model, 207–8 

MIXU, 699 

ML 
ESTIMATOR, 667 

STVALUES, 702–3 

MLF, 668 

MLM, 667–68 

MLMV, 668 

MLR, 668 

MMISSING, 845 

MNAMES, 843–44 

MOD, 763–66 

MODE, 701–2 

MODEL 
ANALYSIS, 669–72 

DATA IMPUTATION, 578–79 

MODEL command, 713–89 

MODEL command variations, 780–83 

MODEL CONSTRAINT, 766–72 

MODEL COVERAGE, 785–87 

model estimation, 515–29 
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MODEL INDIRECT, 759–66 
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MODEL POPULATION, 783–85 

MODEL PRIORS, 774–80 

MODEL TEST, 772–74 

modeling framework, 1–6 

moderated mediation, 40–42, 771–72 

moderation, 763–66 

moderator, 763–66 

modification indices, 804–5 

MODINDICES, 804–5 

MONITOR, 852 

Monte Carlo simulation studies 
discrete-time survival analysis, 489–90 

EFA with continuous outcomes, 483–84 

external Monte Carlo, 484–87 

GMM for a continuous outcome, 479–81 

growth with attrition under MAR, 477–78 

mediation with random slopes, 495–97 

MIMIC with patterns of missing data, 473–77 

missing data, 473–77, 477–78 

multiple group EFA with measurement 

invariance, 497–98 

saved parameter estimates, 487–88 

two-level Cox regression, 493–94 
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outcomes (three-level analysis), 481–83 
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MONTECARLO 
DATA, 571–72 
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MONTECARLO command, 859–91 
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Mplus program 
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MSE, 472 

MSELECT, 845 

MUCONVERGENCE, 698–99 

MUITERATIONS, 697 

multilevel mixture modeling 
two-level confirmatory factor analysis (CFA), 

411–13 

two-level growth mixture model (GMM), 

427–30 

two-level growth mixture model (GMM) with 

a between-level categorical latent variable, 

431–33 

two-level growth model with a between-level 

categorical latent variable, 423–26 

two-level item response theory (IRT), 414–16 

two-level latent class analysis (LCA), 417–19 

two-level latent class analysis (LCA) with a 

between-level categorical latent variable, 

420–22 

two-level latent class growth analysis 

(LCGA), 434–36 

two-level latent transition analysis (LTA), 

436–38 

two-level latent transition analysis (LTA) with 

a between-level categorical latent variable, 

439–41 

two-level mixture regression, 398–403, 404–

7, 408–10 

multilevel modeling 
three-level growth model with a continuous 

outcome and one covariate on each of the 

three levels, 335–38 

three-level MIMIC model with continuous 

factor indicators, two covariates on within, 

one covariate on between level 2, and one 

covariate on between level 3 with random 

slopes on both within and between level 2, 

330–35 

three-level path analysis with a continuous 

and a categorical dependent variable, 327–

30 

three-level regression for a continuous 

dependent variable, 324–27 

two-level confirmatory factor analysis (CFA) 

with categorical factor indicators, 289–90 

two-level confirmatory factor analysis (CFA) 

with continuous factor indicators, 286–88, 

290–92 
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with continuous factor indicators, 

covariates, and a factor with a random 

residual variance, 352–54 

two-level growth for a zero-inflated count 

outcome (three-level analysis), 318–20 

two-level growth model for a categorical 

outcome (three-level analysis), 306–7 

two-level growth model for a continuous 

outcome (three-level analysis), 303–6 

two-level MIMIC model with continuous 

factor indicators, random factor loadings, 

two covariates on within, and one covariate 
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levels, 322–24 

two-level multiple group confirmatory factor 

analysis (CFA), 300–302 

two-level multiple indicator growth model, 

311–14 

two-level path analysis with a continuous and 

a categorical dependent variable, 279–81 

two-level path analysis with a continuous, a 

categorical, and a cluster-level observed 

dependent variable, 282–83 

two-level path analysis with random slopes, 

284–86 

two-level regression analysis for a continuous 

dependent variable with a random intercept 

and a random residual variance, 349–51 

two-level regression for a continuous 

dependent variable with a random 

intercept, 270–75 

two-level regression for a continuous 

dependent variable with a random slope, 

275–79 

two-level structural equation modeling 

(SEM), 297–300 

multinomial logistic regression, 553–57 

multiple categorical latent variables, 188–90 

multiple cohort, 145–49 

multiple group analysis 
known class, 200–201, 240–42 

MIMIC with categorical factor indicators, 82–

83 

MIMIC with continuous factor indicators, 81–

82 

special issues, 529–40 

multiple imputation, 509, 572–73, 575–79 
missing values, 453, 454–55, 458–60 

plausible values, 455–58 

multiple indicators, 137–38, 139–40 

multiple processors, 708–10 

multiple solutions, 521–23 

MULTIPLIER 
ANALYSIS, 695 

SAVEDATA, 836 

multivariate normal mixture model, 201–3 

MUML, 668 

NAMES 
DATA MISSING, 587 

DATA SURVIVAL, 591 

DATA TWOPART, 585 

MONTECARLO, 861 

VARIABLE, 598 

natural direct effects, 762–66 

natural indirect effects, 762–66 

NCSIZES, 867–68 

NDATASETS, 577 

negative binomial, 28–29, 609–12 

NEW, 766–67 

NGROUPS 
DATA, 573 

MONTECARLO, 862 

NOBSERVATIONS 
DATA, 573 

MONTECARLO, 861–62 

NOCHECK, 574–75 

NOCHISQUARE, 808 

NOCOVARIANCES, 671–72 

NOMEANSTRUCTURE, 671–72 

NOMINAL 
Monte Carlo, 876–77 

real data, 608–9 

non-convergence, 523–25 

non-linear constraints, 31–32, 766–72 

non-linear factor analysis, 70 

non-normal distributions, 674 

non-parametric, 209 

NORMAL, 674 

NOSERROR, 808 
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not missing at random (NMAR) 
Diggle-Kenward selection model, 449–51 

pattern-mixture model, 451–52 

NREPS, 862 

nu, 821 

numerical integration, 526–29 

OBLIMIN, 678–82 

OBLIQUE, 678–82 

OBSERVED 
INFORMATION, 688 

PREDICTOR, 703 

odds, 553–57 

ODLL, 685–86 

OFF 
ADAPTIVE, 687–88 

BASEHAZARD, 684–85 

CHOLESKY, 685 

LISTWISE, 574 

MONITOR, 852 

ON 
ADAPTIVE, 687–88 

BASEHAZARD, 684–85 

CHOLESKY, 685 

LISTWISE, 574 

MODEL, 722–25 

MONITOR, 852 

optimization history, 816 

OPTSEED, 692 

ORTHOGONAL, 678–82 

outliers, 852 

OUTLIERS, 852 

OUTPUT command, 791–823 

PARALLEL, 682–83 

parallel analysis, 682–83 

parallel computing, 708–10 

parallel processes, 135–36 

parameter constraints. See constraints 

parameter derivatives, 815 

parameter extension, 703–4 

parameterization 
delta, 82–83 

logistic, 558–59 

loglinear, 188–90, 191–92, 559–60 

probability, 560–61 

theta, 34, 84, 124–25 

PARAMETERIZATION, 674–76 

parametric bootstrap, 818–20 

parametric proportional hazards, 151–52, 

153–54 

partial credit, 65–68 

path analysis 
categorical dependent variables, 33–34 

combination of censored, categorical, and 

unordered categorical (nominal) dependent 

variables, 36–37 

combination of continuous and categorical 

dependent variables, 35 

continuous dependent variables, 32–33 

PATMISS, 871–72 

PATPROBS, 872 

PATTERN, 618–19 

PATTERNS, 809–10 

PERTURBED, 702–3 

PHI, 641–42 

piecewise growth model, 131–32 

plausible values, 455–58, 837–39, 842, 851 

PLOT, 770 

PLOT command, 845–57 

PLOT1, 846 

PLOT2, 846–48 

PLOT3, 848–49 

plots 
Bayesian, 846–48 

missing data, 846–48 

moderation, 763–66 

survival, 846–48 

time series, 848–49 

PNDE, 762–66 

POINT, 701–2 

Poisson. See zero-inflated Poisson 

PON, 725–26 

pooled-within covariance matrix. See 

sample covariance matrices 

POPULATION 
FINITE, 626–27 

MONTECARLO, 888 

population size, 626–27 

posterior, 668–69 
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posterior predictive checks, 668–69 

potential scale reduction, 668–69, 704–5 

PREDICTOR, 703 

PRIOR, 706–7 

priors, 774–80 

PRIORS, 629–31 

PROBABILITIES, 629–31 

PROBABILITY, 676 

probability calculations 
logistic regression, 553–57 

multinomial logistic regression, 553–57 

probit regression, 552–53 

PROBIT, 677 

probit link, 212–14, 677 

PROCESSORS, 708–10 

PRODUCT, 701 

profile likelihood, 151–52, 259–60, 320–21 

PROMAX, 678–82 

PROPENSITY, 839–40 

propensity scores, 839–40 

proportional hazards model, 151–52, 153–54 

psi, 822 

PSR, 704–5 

pure natural direct effects, 762–66 

PWITH, 727 

PX1, 703–4 

PX2, 703–4 

PX3, 703–4 

quadratic growth model, 128–29 

quantitative trait locus (QTL), 93–94 

QUARTIMIN, 678–82 

R 
Monte Carlo, 880–81 

real data, 615–18 

R3STEP 
Monte Carlo, 880–81 

real data, 615–18 

RANDOM, 659 

random AR(1) slope, 355–59, 360–62, 370–

72, 373–74, 381–85, 385–88 

random factor loadings, 322–24, 347–49, 

756–57 

random items, 345–46 

random residual covariance, 363–66 

random residual variance, 349–51, 352–54, 

355–59, 360–62, 363–66, 370–72, 373–

74, 378–80, 381–85, 385–88 

random slopes, 29–31, 132–34, 275–79, 

284–86, 290–92, 297–300, 308–10, 315–

17, 754–56 

random starts, 170–73, 179 

random variance, 349–51, 352–54 

random variances, 757 

RANKING, 836–37 

RCONVERGENCE, 699 

reading data 
fixed format, 501 

RECORDLENGTH, 828 

REFGROUP, 701 

REGRESSION, 578–79 

regression analysis 
censored inflated regression, 24 

censored regression, 23–24 

linear regression, 22–23 

logistic regression, 25–26 

multinomial logistic regression, 26–27 

negative binomial regression, 28–29 

Poisson regression, 27 

probit regression, 25 

random coefficient regression, 29–31 

zero-inflated Poisson regression, 28 

REPETITION 
DATA LONGTOWIDE, 584 

DATA WIDETOLONG, 582 

replicate weights, 513, 514, 624–25 

REPSAVE, 889 

REPSE, 683–84 

REPWEIGHTS 
SAVEDATA, 840 

VARIABLE, 624–25 

RESCOVARIANCES, 676–77 

RESIDUAL 
BOOTSTRAP, 689 

OUTPUT, 802–4 

residual covariances, 676–77 

residual variances, 728 

residuals, 802–4 
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RESPONSE, 835–36 

RESULTS 
MONTECARLO, 890 

SAVEDATA, 831 

right censoring, 151–52, 153–54, 320–21 

RITERATIONS, 697 

RLOGCRITERION, 698 

robust chi-square, 668 

robust standard errors, 668 

ROTATION, 678–82 

ROUNDING, 579 

ROWSTANDARDIZATION, 682 

R-square, 799–802 

RSTARTS, 693–94 

RW, 703–4 

SAMPLE, 828 

sample covariance matrices 
pooled-within, 830 

sample, 828 

sigma between, 829 

sample statistics, 798 

sampling fraction, 626–27 

sampling weights, 622 

SAMPSTAT, 798 

SAVE 
DATA IMPUTATION, 577–78 

MONTECARLO, 889–90 

SAVEDATA, 837 

SAVEDATA command, 824–45 

saving data and results, 824–45 

SCALAR, 670–71 

scalar model, 540–47 

scale factors, 745–46 

SDITERATIONS, 696 

SDROPOUT, 587–90 

second-order factor analysis, 68–69 

SEED, 863 

selection modeling, 449–51 

semicontinuous, 140–43, 491–93 

SENSITIVITY, 849 

sensitivity plots, 849 

SEQUENTIAL 
DATA IMPUTATION, 578–79 

H1MODEL, 809 

sequential cohort, 145–49 

sequential regression, 578–79 

SERIES, 849–51 

SFRACTION, 626–27 

sibling modeling, 93–94 

SIGB, 829 

sigma between covariance matrix. See 

sample covariance matrices 

SIMPLICITY, 700 

simplicity function, 700 

SIN, 641–42 

skew parameters, 674 

SKEWNORMAL, 674 

SKEWT, 674 

SQRT, 700 
DEFINE, 641–42 

STANDARD 
BOOTSTRAP, 689 

INTEGRATION, 687 

STANDARDIZE, 649 

STANDARDIZED, 799–802 

standardized parameter estimates, 799–802 

STARTING, 889 

starting values 
assigning, 732–33 

automatic, 170–73 

saving, 807–8 

user-specified, 177–78, 229, 732–33 

STARTS, 691–92 

STCONVERGENCE, 692 

STD, 800–801 

STDDISTRIBUTION, 832 

STDEVIATIONS, 570 

STDRESULTS, 831 

STDY, 800–801 

STDYX, 800–801 

STITERATIONS, 692 

STRATIFICATION, 619–20 

structural equation modeling (SEM) 
categorical latent variable regressed on a 

continuous latent variable, 197–98 

continuous factor indicators, 75–76 
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79 

STSCALE, 692 

STSEED, 692 

STVALUES, 702–3 

SUBPOPULATION, 625–26 

SUM, 644 

summary data, 570–72 

SURVIVAL 
Monte Carlo, 881–83 

real data, 635–37 

survival analysis. See continuous-time 

survival analysis and discrete-time 

survival analysis 

survival plots, 846–48 

SVALUES, 807–8 

SWMATRIX 
DATA, 574 

SAVEDATA, 830 

TAN, 641–42 

TARGET, 678–82 

tau, 821 

tau (u), 823 

TDISTRIBUTION, 674 

TECH1, 812–14 

TECH10, 817 

TECH11, 817 

TECH12, 818 

TECH13, 818 

TECH14, 818–20 

TECH15, 820 

TECH16, 820 

TECH2, 814–15 
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SAVEDATA, 833 
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OUTPUT, 815–16 

SAVEDATA, 834 

TECH5, 816 
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TECH8, 816 

TECH9, 817 
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THIN 
ANALYSIS, 706 

DATA IMPUTATION, 579 
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threads, 708–10 

THREELEVEL, 662–63 

three-level analysis, 303–6, 306–7, 423–26 

three-parameter logistic, 65–68, 605–6 

three-step mixture analysis 
Monte Carlo, 880–81 

real data, 175–77, 615–18 

threshold structure, 74–75 

thresholds, 729–30 

Thurstone's Box data, 679 
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cross-classified time series analysis with a 

univariate first-order autoregressive AR(1) 

confirmatory factor analysis (CFA) model 
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cross-classified time series analysis with a 

univariate first-order autoregressive AR(1) 
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slope, 385–88 
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first-order autoregressive AR(1) model for 

a continuous dependent variable with a 

covariate, 157–58 
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two-level time series analysis with a bivariate 
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two-level time series analysis with a first-

order autoregressive AR(1) confirmatory 
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variance, 370–72 

two-level time series analysis with a first-
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measurement error, 366–69 

two-level time series analysis with a first-

order autoregressive AR(1) IRT model for 
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random residual variance, 373–74 

two-level time series analysis with a 
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model for a continuous dependent variable 
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slopes, and a random residual variance, 
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two-level time series analysis with a 

univariate first-order autoregressive AR(1) 

model for a continuous dependent variable 
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residual variance, 360–62 
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univariate first-order autoregressive AR(1) 
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time-varying covariates, 130–31 
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TNIE, 762–66 

TOLERANCE, 701 
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TRAINING, 629–31 
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WLS, 668 
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rights that vary from state to state.      

7.  Disclaimer.  In no event shall Muthén & Muthén or its suppliers be liable for any damages, including any lost 

profits, lost savings or other incidental or consequential damages arising out of the use or inability to use Mplus 

even if Muthén & Muthén or its suppliers have been advised of the possibility of such damages.  Some states do 

not allow the limitation or exclusion of liability for incidental or consequential damages so the above limitation 

or exclusion may not apply to you. 

8.  Return Policy:   All sales are final.  Software purchased on-line through our website is considered opened at 

the time of purchase. This also applies to hard copy purchases because downloads are made available at the time 

of purchase.  In rare instances, and only within 30 days of purchase, if due to technical difficulties or platform 

incompatibilities, the software will not function, we may, at our discretion, issue a refund. In such instances, an 

LOD (Letter Of Destruction) on company letterhead will be required to process the refund. 

 

This agreement is governed by the laws of the State of California. 


