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1 Overview

We consider the structural equation model defined by the following two equa-
tions

Y'=v4+An+ KX +¢ (1)
n=a+Bn+TX+¢& (2)

as in Muthen, B.O. (1998-2004), Appendix 3. Three different sets of stan-
dardized coefficients are available in Mplus. The first is set is standardized
with respect to the variance of the continuous latent variables 7. The second
is standardized with respect to the variances of n, Y and X. The exact for-
mulas for these standardizations are available in Muthen, B.O. (1998-2004),
Appendix 3. The third set is standardized with respect to the the variances
of n and Y but not the variance of X and should be preferred for situations
when the X variables are already on a pre-specified metric, for example bi-
nary covariates. The third set of standardized coefficients is identical to the
second with the exception of the following two formulas
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In Mplus version 5, covariance parameters, i.e., off-diagonal elements of resid-
ual variance covariance matrices are standardized so that they are on the
correlation metric. For example,
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2 Standard Errors for Standard Coefficients

All standardization formulas are in one of the following 4 types
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where ¢ is the original unstandardized coefficient and x; and x5 are either
model parameters, Var(Y;) or Var(n;). Denote the model parameters by 6.
We can obtain standard errors for the expression in (6-9) by the delta method
if we have the joint asymptotic variance W for 0, Var(Y'), and Var(n).
The joint asymptotic variance covariance matrix for ¢ is computed during
the model estimation. For example, when we use the maximum likelihood
estimator, Var(f) is simply the inverse of the information matrix. Using the
delta method again W can be computed as

W =M" Var(0) -M (10)

where M is the matrix
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where [ is the identity matrix.

When covariates X are present in the structural model then Var(Y)
and Var(n) depend also on the variance of the covariates X, as well as the
parameters #. In this case we augment the vector of parameter 6 to include
Y. The correlation between these two sets of parameters can be assumed to
be 0. For example for the maximum likelihood estimator the likelihood can
be split as two separate parts

L(Y|X) + L(X). (12)

The first part depends only on the # parameters and the second only on
Yz. Thus the information matrix is block diagonal and we can assume 0
correlation between # and the »,. The asymptotic variance for X, is esti-
mated using the maximum likelihood method, i.e., it is the inverse of the
information matrix for the unrestricted mean and variance model.
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