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1 Introduction

In survey analysis the data usually is not obtained at random. Units are

typically sampled with unequal probability. In two level analysis both the

cluster units and the individual units can be sampled with unequal proba-

bilities. Sampling weights are assigned at one or both levels to reflect these

unequal selection probabilities. Suppose that the probability of selection

for cluster j is pj. The between level sampling weight is then wj = 1/pj.

Suppose that the probability of selection for individual i in cluster j, given

that cluster j is selected, is pij. The within level sampling weight is then

wij = 1/pij. The original sampling weights are typically rescaled before they

are used in the estimation. Let’s denote by w∗
j and w∗

ij the rescaled weights.

These weights are used directly in the estimation method. The pseudo ML

estimates obtained by the Mplus estimator MLR maximize the weighted

pseudo likelihood

∏
j

(∫ (∏
i

fij(yij|xij, ηj)
w∗

ij

)
fj(yj|xj, ηj)φ(ηj|xj)dηj

)w∗
j

(1)

where yij and yj are the dependent variables on the within and the between

level and their likelihood functions are fij and fj respectively, xij and xj are

within level and between level covariates and ηj is the between level random

effect with likelihood function φ. More information on the estimation method

can be found in Asparouhov and Muthen (2006) and Asparouhov (2006).

In this note we describe how the scaled weights are obtained from the raw

unscaled weights and the different methods and options available in Mplus

4.2. The within weight variable is specified by the weight= command while

the between weight variable is specified by the bweight= command. There
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are three methods for scaling the within level weights and two methods for

scaling the between level weights. The within level weights scaling is specified

by the wtscale= command and the between level weight scaling is specified

by the bwtscale= command. The three possible options for the within

level scaling are unscaled, cluster, and ecluster. The two options for the

between level scaling are unscaled and sample.

2 Scaling the within level weights

The scaling of the within level weights influences the parameter estimates and

their standard errors as well as other output results. Following is a detailed

description of the three different ways to scale the within level weights.

• unscaled

The scaled weight is the same as the raw weight

w∗
ij = wij.

This scaling method can be used in special situations where the scaling

is done prior to the Mplus analysis and the raw weights are unchanged

and used during the estimation.

• cluster (default)

The scaled weight is obtained by

w∗
ij = wij

nj∑
i wij

where nj is the number of sample units in cluster j. With this scal-

ing method the new within weights add up to the cluster sample size
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∑
i w

∗
ij = nj. This is the default scaling method. The method generally

achieves the most accurate results in most situations, see Asparouhov

(2006), scaling method A.

• ecluster

The scaled weight is obtained by

w∗
ij = wij

n∗
j∑

i wij

where n∗
j is the effective cluster sample size for cluster j

n∗
j =

(
∑

i wij)
2∑

i w
2
ij

,

see Potthoff et alt. (1992). With this scaling method the new within

weights add up to the effective cluster sample size n∗
j . This method gen-

erally achieves somewhat more accurate estimates for variance and co-

variance parameters than the default cluster method, see Asparouhov

(2006), scaling method B, and Stapleton (2004).

3 Scaling the between level weights

The scaling of the between level weights generally does not influence the

parameter estimates and their standard errors. It will however influence the

log-likelihood value and fit indices that are based on the log-likelihood value.

Following is a detailed description of the two methods for scaling the between

level weights.
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• unscaled

The scaled weight is the same as the raw weight

w∗
j = wj

Here as well this method is useful for special analysis where the scaling

is done prior to Mplus analysis.

• sample (default)

The scaled weight is obtained by

w∗
j = wj

n∑
i,j w∗

ijwj

where n is the total sample size. With this scaling the new composite

weights which is the product of the within and the between weights

w∗
jw

∗
ij sums up to the total sample size

∑
i,j

w∗
jw

∗
ij = n.

This is the default scaling method, and generally will produce mean-

ingful values for the fit indices.
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