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Causal Effects in Mediation Modeling: An
Introduction With Applications to Latent Variables
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Causal inference in mediation analysis offers counterfactually based causal definitions of
direct and indirect effects, drawing on research by Robins, Greenland, Pearl, VanderWeele,
Vansteelandt, Imai, and others. This type of mediation effect estimation is little known and
seldom used among analysts using structural equation modeling (SEM). The aim of this article
is to describe the new analysis opportunities in a way that is accessible to SEM analysts and
show examples of how to perform the analyses. An application is presented with an extension
to a latent mediator measured with multiple indicators.
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Causal inference in  mediation analysis offers
counterfactually based causal definitions of direct and
indirect effects, drawing on research by Robins, Greenland,
Pearl, VanderWeele, Vansteelandt, Imai, and others. For
overviews and references, see, for example, VanderWeele
and Vansteelandt (2009), Valeri and VanderWeele (2013),
and Muthén (2011).

To date, this type of mediation effect estimation is lit-
tle known and seldom used among analysts using structural
equation modeling (SEM). Part of the reason is that the lit-
erature is difficult to penetrate when coming from an SEM
background. Causal inference in mediation analysis is often
discussed by presenting the definitions of the causal effects
using counterfactual and potential outcome concepts, typi-
cally not familiar to researchers using SEM. The aim of this
article is to describe the new analysis opportunities in a way
that is more accessible to SEM analysts and show examples
of how to perform the analyses.

The next section discusses mediation effects in an intu-
itive way to provide the background for causal effect def-
initions, which are presented in the following section. The
article then discusses the use of a latent variable mediator
and presents a simulation study as well as an application with
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Muthén, 3463 Stoner Avenue, Los Angeles, CA 90066. E-mail: bmuthen@
statmodel.com

Color versions of one or more of the figures in the article can be found
online at www.tandfonline.com/hsem.

moderated mediation, before the article concludes. All anal-
yses are carried out using Mplus. The scripts are given in
the Appendix. Several groups have recently produced causal
inference software (see, e.g., Tingley, Yamamoto, Hirose,
Keele, & Imai, 2013; Valeri & VanderWeele, 2013), but a
unique feature of Mplus is the ability to estimate the causal
effects in the presence of latent variables.

THE ISSUES, INTUITIVELY

The effects presented in the causal inference literature
in most cases coincide with effects that have tradition-
ally been used in mediation analysis in the SEM tradition
(MacKinnon, 2008). Important exceptions include media-
tion with a binary Y, a count Y, a binary M, and models
with a treatment-mediator interaction. Before introducing
the causal effect definitions using counterfactuals, the article
first provides an intuitive description of the issues at hand
using three specific cases: treatment-mediator interaction,
binary Y, and count Y.

Continuous M and Y With Treatment—Mediator
Interaction

Consider Figure 1, which corresponds to a randomized trial
with a binary treatment dummy variable x (0 = control,
1 = treatment), a continuous mediator m, and a continuous
outcome y, a situation examined in detail by MacKinnon
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(2008). A special feature is that the treatment and mediator
interact in their influence on the outcome y. This possibility
is important to the so-called MacArthur approach to media-
tion (Kraemer, Kiernan, Essex, & Kupfer, 2008). As pointed
out in, for example, VanderWeele and Vansteelandt (2009),
the possibility of this interaction was emphasized in Judd
and Kenny (1981) but not in the influential Baron and
Kenny (1986) article on mediation, and is therefore often
not explored. The interaction possibility is, however, stated
in James and Brett (1984) and more recently in Preacher,
Rucker, and Hayes (2007). In our experience the treatment—
mediator effect is not often found in behavioral science
applications, but the model provides a pedagogical way to
introduce different mediation effects. The model of Figure 1
is used to first discuss the SEM concepts of direct and indi-
rect effects and in a later section the corresponding causal
concepts.
Assuming linear relationships, Figure 1 translates into

yi = Bo + B1 mi + B x;i + B3 xim; + €15, (D

m; = Yo + Y1 % + €2, )

where the residuals €; and €, are assumed normally dis-
tributed with zero means, variances 012, 022 and uncorrelated
with each other and with the predictors in their equations.
SEM considers the reduced form of this model, obtained by

inserting Equation 2 in Equation 1,

yi=Bo+ B+ yvixiten)+Brx
+ B3 xi (Yo + v1xi + €) + €,
, 3)
=PBo+Bivo+ B vixi+Bsvoxi+ B vix;

+ Boxi + Brex + Baxi e + €y,

so that the expected value of y conditional on x is

FIGURE 1 A mediation model with treatment-mediator interaction. The
filled circle represents an interaction term consisting of the variables
connected to it without arrow heads, in this case x and m.
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EG) =Bo+ B vo+Bivix+Bivox+ By x>+ pa x.
“4)

First, assume no treatment—mediator interaction; that is,
B3 = 0. In this case, considering the total effect difference
E(y|x = 1) - E(y|x = 0), one might deduce from Figure 1 and
the reduced-form expression of Equation 4 that the indirect
effect of x on y via m is B y; and the direct effect is S5.
These are the standard formulas used in mediation modeling.

Second, let 83 # 0, allowing treatment—mediator interac-
tion. In this case, it is perhaps less clear how to deduce the
direct and indirect effect. Using a term that will be defined
later, one could consider the indirect effect to be

Total Natural Indirect Effect (INIE) = B1 y1 + B3 v1,
©)

a sum composed of a main part 8; y; and an interaction
part B3 y . In this way, there can be a indirect effect even if
B1=0.

One could consider the direct effect to be

Pure Natural Direct Effect (PNDE) = B> + B3 yo, (6)

where the second term is included because the y( intercept
is not part of the influence of x on m and is therefore not
seen as part of the indirect effect. In this way, because of the
treatment—mediator interaction there can be a direct effect
even if 8, = 0.

The sum of the direct and indirect effects is the total
effect,

Total Effect (TE) = PNDE + TNIE. @)
These effects make intuitive sense and will later on be
expressed in terms of causal effects derived using counter-

factuals. At that point an alternative set of direct and indirect
effects will also be presented using the indirect effect

Pure Natural Indirect Effect (PNIE) = B y1, ®)

and the direct effect

Total Natural Direct Effect (TNDE) = Br+83 Yo + B3 Y1
)

which also sum to the total effect,

Total Effect (TE) = TNDE + PNIE. (10)
This second effect decomposition might seem less natural.
One way to understand the two alternative decompositions

is by starting from the indirect effect definitions. PNIE in
Equation 8 does not include the interaction term so the effect
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is pure in the sense of being due to the mediator alone. Not
including the interaction, the interaction instead ends up in
TNDE of Equation 9 to make the sum of the two effects
add to the total effect (TE). The two different decomposi-
tions will be clarified when considering the counterfactual
definitions. The decomposition using the effects TNIE of
Equation 5 and PNDE of Equation 6 is the one most often
considered in the literature and is the focus in the examples
of this article.

Continuous M and Binary Y

As the next step in getting an intuitive grasp of media-
tion model effects, consider the case of a binary Y. As a
starting point, the top part of Figure 2 shows a simple medi-
ation model with a continuous mediator and final outcome.
Because both the mediator and the final outcome are con-
tinuous, the indirect effect is @ x b. In the bottom part of
Figure 2, y is instead a binary outcome and y* is a continuous
latent response variable behind y such that when y* exceeds
a threshold, y = 1 is observed rather than y = 0. The rela-
tionship between y and m is a probit or logit regression. The
latent response variable formulation gives the same probit or
logit regression for y related to m, but does so using a lin-
ear regression of y* on m. A normally distributed residual in
this regression results in probit and a logistically distributed
residual results in logit. The residual variance is implicitly
fixed at one with probit and at 7r2/3 with logit. The coeffi-
cient b is a probit or a logit coefficient when considering y to
be the dependent variable and a linear regression coefficient
when considering y* to be the dependent variable.

With a binary y as in the bottom part of Figure 2, the
conventional a x b product formula for an indirect effect
is only valid for the underlying continuous latent response
variable y*, not for the observed categorical outcome y itself
(similarly, with a binary mediator, conventional product for-
mulas for indirect effects are only valid for a continuous
latent response variable behind the mediator). Earlier liter-
ature not referring to causal effects discussed indirect effects
with y* as the dependent variable (see, e.g., MacKinnon
& Dwyer, 1993; MacKinnon, Lockwood, Brown, Wang, &

N N
a b
X m y
y
N
a b
X m y*

FIGURE 2 Indirect effect with continuous versus binary Y.

Hoffman, 2007). It is clear that the product formula is valid
for y* because this case is the same as that of the top part
of Figure 2; the dependent variable is continuous and we
are considering linear regression. The causal effect literature,
however, considers effects with y as the dependent variable.
Why the product formula is not valid for y can be understood
as follows.

The short answer to why there is a problem with using
a x b as an indirect effect for a binary outcome is that of
using only two parameters when six are needed. Consider
Figure 3 and changes in the probability P(y = 1|x). A unit
change in x around the value x; changes the probability rela-
tively little compared to a unit change in x around the value x;
because the probability curve is steeper at the higher x value.
In other words, a given change in x has a different impact on
the probability depending on where on the probability curve
the change takes place. This cannot be captured using only
the two parameters of a and b; that is, the a x b indirect effect
ignores the problem of nonconstant effects. This problem is
avoided by focusing directly on the probability P(y = 1|x),
which as will be seen, is what is done with the causal indirect
effect, using six parameters.

To help think about indirect effects in terms of P(y = 1|x)
intuitively, consider the following mediation model with a
binary X, continuous M, binary Y, and for simplicity no
treatment—mediator interaction:

yi=Bo+ B1 mi+ Bo x;i + €, (11)

m; = Yo+ y1 Xi + €2, (12)

where the variance of €, is fixed at ¢, ¢ is 1 for probit and
7% /3 for logit, and the variance of ¢, is denoted 0. Inserting
Equation 12 into Equation 11 gives the reduced-form expec-
tation and variance expressions

EQ*x) = Bo + B1 vo + B1 v1 x + Box, (13)
V*x) = V(e + Bi €) = c+ B} o} (14)
Py=1]x)
1__
weak effect
/ strong effect
0 X1 X2 X

FIGURE 3 Nonconstant effects.
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In the probit case, y* conditional on x has a normal distribu-
tion because it involves the sum of two normal residuals €,
and €;. The probability can therefore be obtained using the
standard normal distribution function ®,

P(y = 1lx) = PO* > Olx) = PLEG |0)/ v/ V(*[x)].
(15)

The six parameters mentioned earlier appear in this proba-
bility: 8o, B1, Y0, ¥ 1, B2, 022. In the logit case, y* conditional
on x has a distribution that is a combination of a normal
and a logistic residual and the probability can therefore not
be expressed as succinctly as for probit. The probability
can, however, be easily computed using integration over the
normally distributed €.

It is natural to think of effects for a binary outcome in
terms of differences between probabilities for the treatment
and control groups, x = 1 versus x = 0. The question is, how-
ever, how these differences should be expressed. It seems
straightforward that the total effect is the difference in prob-
abilities for x = 1 versus x = 0. The x values only come into
play in E(y*|x), so it is instructive to focus on this part:

x=1:6+B1 v+ b1 vi+ 5B (16)

x = 0:p8+ B v, (17)

The 81 y1 + B, terms are what create the total effect when
Equations 16 and 17 are inserted into Equation 15 for
x =1 compared to x = 0. Deciding on how to define the indi-
rect effect is less clear. Should the difference be a function of
only the product 8 y; as when comparing

x=1:B0+B1yvo+ Bin, (13)

x = 0: By + Bi1 o, (19)

or should the difference be a function also of 8, as when
comparing

x=1:p+Bivt+pbat+hin, (20)

x=0:B0+ By + B2 2D

The causal effect definitions clarify this choice. The first
alternative is PNIE and the second alternative is TNIE.
These two indirect effects were referred to earlier in the
continuous outcome case, where it was clear that the TNIE
alternative given in Equation 5 represents the total indirect
effect in that it includes the interaction effect. The inclusion
of the direct effect parameter B, in the TNIE compari-
son of Equations 20 and 21 perhaps surprising at first, but
follows clearly from the counterfactual concepts underlying
the causal effect definitions.

CAUSAL EFFECTS IN MEDIATION MODELING 15

Continuous M, Count Y

With a count Y, the equation for ¥ shown in Equation 1
refers to the log rate of the count variable, where the rate
is the mean of the count variable. An indirect effect such as
B1 x y refers to this log rate as the dependent variable,
analogous to y* in the binary case just discussed. The causal
effect definitions instead consider the expected value of the
observed Y variable; that is, the rate. Just as with the binary
case, two parameters is not sufficient to describe this rate,
but all the parameters of the model are involved. This means
that the indirect effect should not be computed simply by
exponentiating 8; x y. The causal effect formulas for the
indirect effect with a count variable are shown, for example,
in Muthén (2011).

The Poisson and negative binomial models for counts
have the same rate (mean) and therefore the same effect for-
mulas. Zero-inflated models need to take into account that
the mean is the rate multiplied by 1 — 7, where 7 is the
probability of being in the zero class.

With this discussion of intuitively derived effects as a
background, the next section presents the causal effect defi-
nitions. Following this, examples are discussed.

CAUSAL EFFECT DEFINITIONS

Let Y;(x) denote the potential outcome that would have been
observed for subject i had the treatment variable X been set
at the value x, where x is O or 1 in this case (this will be
generalized to a continuous X variable later on). The Y;(x)
outcome might not be the outcome that is observed for the
subject and is therefore possibly counterfactual. For instance,
Y;(0) is counterfactual if subject i received treatment so that
x = 1 instead of 0. The causal effect of treatment for subject i
can be seen as Y;(1) — ¥;(0), but is clearly not identified given
that a subject only experiences one of the two treatments.
The average (expected) effect E[Y(1) — Y(0)] is, however,
identifiable. Expanding the notation, let Y(x, m) denote the
potential outcome that would have been observed if the status
of the treatment variable X for subject i was x and the value
of the mediator M was m.

Direct and Indirect Effects

The controlled direct effect (CDE) considers a specific fixed
value M = m and is defined as

CDE(m) = E[Y(1,m) — Y (0, m)|]. (22)

The first, index of the first term is 1 corresponding to the
treatment group and the first index of the second term is
0 corresponding to the control group. The direct effect notion
is motivated by the fact that the effect of treatment on Y
is not transferred via M given that its value is fixed. The
CDE is perhaps less useful in typical mediation studies in



Downloaded by [University of California, Los Angeles (UCLA)], [Noah Hastings] at 05:50 17 December 2014

16  MUTHEN AND ASPAROUHOV

behavioral sciences but provides a pedagogical starting point
as a contrast with other effects. Quoting VanderWeele and
Vansteelandt (2009, p. 459):

While controlled direct effects are often of greater interest in
policy evaluation (Pearl, 2001; Robins, 2003), natural direct
and indirect effects may be of greater interest in evaluating
the action of various mechanisms (Robins, 2003; Joffe et al.,
2007).

In contrast to the CDE, the PNDE does not hold the medi-
ator constant, but instead allows the mediator to vary over
subjects in the natural way it would vary if the subjects were
given the control condition. For example, Y;(0, M;(0)) is the Y
value for subject i when the mediator M for subject i obtains
the value it would when X = 0. The PNDE is expressed as

PNDE = E[Y(1,M(0)) — Y(0, M(0))]. (23)

A simple way to view this is to note that Y’s first argument,
that is x, changes values, but the second does not, implying
that Y is influenced by X only directly. The choice of the con-
trol condition for M as opposed to the treatment condition
is motivated as follows by VanderWeele and Vansteelandt
(2009, p. 459) using the term exposure to refer to X:

The pure natural direct effect — expresses the effect that
would be realized if the exposure were administered, but its
effect on the mediator were somehow blocked, or equiva-
lently, if the mediator were kept at the level it would have
taken in the absence of the exposure.

The TNDE considers M at the treatment condition instead
of the control condition,

TNDE = E[Y(1,M(1)) — Y(0,M(1))]. 24)
The TNIE is defined as
TNIE = E[Y(1,M(1)) — Y(1,M(0))]. (25)

A simple way to view this is to note that the first argument
of Y does not change, but the second does, implying that Y is
influenced by X due to its influence on M.

The PNIE instead considers X = 0,

PNIE = E[Y(0,M(1)) — Y(0,M(0))]. (26)
The total effect (TE) is

TE = E[Y(1) — Y(0)] 27

= E[Y(1,M(1)) — Y (0, M(O))]. (28)

A simple way to view this is to note that both indices are 1 in
the first term and O in the second term. In other words, the
treatment effect on Y comes both directly and indirectly due
to M. The total effect is the sum of direct and indirect effects
with two alternative decompositions,

TE = PNDE + TNIE = TNDE + PNIE. (29)

As mentioned earlier, applications in this article consider
the PNDE direct effect, the TNIE indirect effect, and the
TE = PNDE + TNIE decomposition.

It is important to note that the counterfactual defi-
nitions of effects rely on a set of strong assumptions.
These are described in the following quote from Valeri and
VanderWeele (2013, p. 140):

In summary, controlled direct effects require (a) no unmea-
sured treatment—outcome confounding and (b) no unmea-
sured mediator—outcome confounding. Natural direct and
indirect effects require these assumptions and also (c) no
unmeasured treatment-mediator confounding and (d) no
mediator—Outcome confounder affected by treatment. It is
important to note that randomizing the treatment is not
enough to rule out confounding issues in mediation analysis.
This is because randomization of the treatment rules out the
problem of treatment—outcome and treatment—mediator con-
founding but does not guarantee that the assumption of no
confounding of mediator—outcome relationship holds. This
is because even if the treatment is randomized, the mediator
generally will not be.

Applying the Causal Effect Definitions

The causal effects are expressed in a general way using
expectations and can be applied to many different settings.
The X variable need not be binary 0/1, but can be continu-
ous where two different values are compared. Covariates can
be included and the effects expressed conditional on certain
values of these covariates or summed over them. Moderator
variables can be included. Cases studied in the literature
include:

e Continuous M, continuous Y (gives the usual SEM
formulas unless treatment—mediator interaction).
Continuous M, categorical Y.

Categorical M, continuous Y.

Categorical M, categorical Y.

Count Y.

Nominal M, continuous Y.

Nominal Y.

Survival Y.

The Appendix shows how the general causal effects
expressions are applied to some key types of variables
and moderator situations. Further cases are shown in
VanderWeele and Vansteelandt (2009) and Muthén (2011).
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The next two section’s give summaries of two main cases,
relating back to the section on intuitive understanding of the
effects.

Continuous 'Y with treatment—-mediator interaction.
The central component of the general causal effects defi-
nitions is the expectation E[Y(x, M(x*)]. Considering this
expectation for the model considered earlier with a contin-
uous M and a continuous Y,

vi=Bo+ B mi+ B xi + B3 xi m; + €y, (30)

m; =y + ¥ Xi + €2, 3D

the Appendix shows that

E[Y(x,M(x")] = Bo+ Box+ B1 + B3 x(yo + y1 x). (32)

The various causal effects are obtained by taking the dif-
ference of such terms for different x and x* combinations.
For example, it is seen that Equation 32 gives the direct and
indirect effects for a binary X,

PNDE = E[Y(1),M(0)] — E[Y(0), M(0)] = > + B3 10,
(33)

INIE = E[Y(1),M(1)] — E[Y(1),M(0)] = B1 y1 + B3 y1,
(34)

effects that were discussed earlier. The Appendix gives the
effects for a continuous X.

Binary Y. With a binary Y, the expectation is the proba-
bility of Y = 1. For a binary treatment variable X, continuous
M, and binary Y using probit regression, the Appendix shows
that the PNDE, TNIE, and TE effects therefore become the
probability differences

PNDE = ®[probit(1,0)] — ®[probit(0, 0)], (35)
TNIE = ®[probit(1,1)] — ®[probit(1,0)], (36)

TE = PNDE + TNIE = ®[probit(1, 1)] — ®[probit(0, 0)],
(37

where @ is the standard normal distribution function and
probit(x, x*) = probit(Y (x, M(x*))) for the probit function

probit(x,x") = [Bo + B2 x + (B1+B3 )(yo + 11 X))/ v(x),
(38)

where the variance v(x) for x, x* is the residual variance
v(x) = (B + /33x)2022 + 1 shown in Equation 14 and where
the parameter names of the analogous continuous Y model

CAUSAL EFFECTS IN MEDIATION MODELING 17

of Equation 30 and 31 are used. For example, it is seen how
TNIE using Equation 38 with no treatment-mediation inter-
action (83 = 0) leads to comparing Equation 20 and 21 for a
binary X, as was discussed previously.

With a logistic regression instead of probit regression
for the binary Y, the effect formulas are not explicit
as for probit but the effects are obtained via numerical
integration.

LATENT VARIABLES

To the list of causal effect cases shown earlier, this arti-
cle adds the case of latent X, M, and Y. The general causal
effect expressions are applicable also here and the formulas
are straightforward because the latent variables are contin-
uous and are related by linear regression. For example, the
continuous exposure variable X might be only indirectly
measured by a set of indicators, where a latent exposure
variable can avoid measurement error in an observed score.
As is well known, ignoring measurement error in a pre-
dictor leads to biased regression coefficients. Likewise, it
might be better to represent the mediator as a latent vari-
able measured by multiple indicators. The consequences of
measurement error in the mediator can be severe as has been
shown in Hoyle and Kenny (1999) using a traditional medi-
ation model with continuous dependent variables; that is,
considering regular SEM effects. Hoyle and Kenny (1999)
made a comparison using a fallible mediator versus using
a latent variable mediator measured by multiple fallible
indicators. The trade-off between accuracy and precision
when using latent variable mediation models was studied
in Ledgerwood and Shrout (2011). The topic of measure-
ment error in the mediator has also been discussed in the
casual inference literature by le Cressie, Debeij, Rosendaal,
Cannegieter, and Vandenbroucke (2012) and VanderWeele,
Valeri, and Ogbum (2012) considering causal effects for a
binary outcome. In all these papers, it is shown that measure-
ment error in the mediator causes an underestimated indirect
effect and an overestimated direct effect in line with regres-
sion on one predictor measured with error and the other
without error (Carroll, Rupport, Stefanski, & Crainiccanu,
2006). This article (contributes to the topic by focusing on
causal effects for a binary outcome, comparing the use of a
fallible mediator with the use of a latent variable measured
by multiple fallible indicators. The SEM literature has not
considered causal effects for a binary Y and the latent vari-
able solution has not been studied in the causal inference
literature.

The use of a latent variable mediator might also serve to
ameliorate the normality assumption of the mediator resid-
ual. For instance, using as a mediator the sum of a set of
skewed binary indicators results in a nonnormal distribution
whereas a nonnormal factor is not necessitated by having
such binary indicators.
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Monte Carlo Simulations for a Mediator Measured
With Error

A Monte Carlo study is carried out to study the effects of
measurement error in a continuous mediator on the causal
indirect and direct effects for a binary outcome. This means
that the effects are expressed in a probability metric com-
paring two values of the exposure, which is in this case a
binary variable. A comparison is made between using as the
mediator a single fallible indicator, a sum of similarly fallible
indicators, and a latent variable measured by these fallible
indicators using a standard factor analysis model. Figure 4
shows the latent variable situation. Although biases can in
principle be derived analytically for population values, it is
of interest to study the sampling behavior for a limited sam-
ple size. A sample size of n = 200 is chosen as representative
of many behavioral science intervention studies.

The mediator measurement error is studied in terms of
reliability levels of 0.6 and 0.8 (the reliability of blood pres-
sure readings has been estimated to be 0.67; see Shepard,
1981; and a reliability of 0.7-0.8 is often seen for good
items in behavioral science measurement instrument). The
parameter values are shown in the Mplus input given in the
Appendix. The exposure has a positive effect on the media-
tor and a negative effect on the outcome. The mediator has a
negative effect on the outcome. The TNIE is —0.161 and the
PNDE is —0.132. These numbers represent the drop in prob-
ability of Y = 1 for subjects randomized to treatment versus
control group. This means that the total effect is —0.293; that
is, the difference in probability of ¥ = 1 comparing treat-
ment group to control group. Because the probability is on
a 0 to 1 metric, this might be regarded as a moderate effect
size. The number of mediator indicators is varied as 1, 3,
and 6. Maximum-likelihood estimation with a sample size of
n = 200 is used together with 500 replications.

Table 1 shows the results of the Monte Carlo simula-
tions. The coverage is excellent for all parameters and effects
using the latent variable modeling with is multiple indicators

ml m2 m3

tx y

FIGURE 4 A mediation model for a Monte Carlo study of measurement
error in the mediator with binary outcome.

and is not reported. Table 1 gives the average and standard
deviation of the causal effects.

Consider first the results for using a single item or sums
of items as the mediator. It is seen that using a single item
with reliability 0.6 as the mediator causes large biases. For
example, the indirect effect (TNIE) is only about half the
size of the true value, —0.085 versus —0.161. Furthermore, the
relative size of the indirect effect (TNIE) and the direct effect
(PNDE) is reversed so that the indirect effect is now less than
half of the direct effect, —0.085 versus —0.210, as compared
to the true values of —0.161 and —0.132. Summing three such
items improves on the biases only a little and summing six
such items is still not quite sufficient at this reliability level.
For item reliability of 0.8 the sum of six items approaches
the true values for the effects and correctly orders the size
of the indirect and direct effects. The biases seen in Table 1
are largely unchanged by using larger sample sizes than the
n = 200 studied here.

The latent variable model gives very small biases includ-
ing the case with reliability 0.6 and using only three indi-
cators of the latent variable. A single-indicator case would
call for a known reliability and is not studied here. The stan-
dard deviation of the effect estimates for the latent variable
approach is slightly larger than for the approach of using a
sum, but this is a negligible trade-off for the much smaller
bias (Ledgerwood & Shrout, 2011, reported larger trade-offs
in their settings).

TABLE 1
Monte Carlo Study of Measurement Error in the Mediator With
Binary Outcome: Average (Standard Deviation) of Indirect (TNIE)
and Direct (PNDE) Effects in Probability Metric Over
500 Replications With n = 200

Number of Items

Effect Approach 1 3 6
Item reliability = 0.6
TNIE (true value = —-0.161) Sum —0.085 —0.125 —0.140
(0.030) (0.035) (0.037)
Latent —0.163 —0.161
(0.047)  (0.043)
PNDE (true value = -0.132) Sum —0.210 —0.169 —0.152
(0.059) (0.055) (0.049)
Latent —0.131 —0.131

(0.058)  (0.050)
Item reliability = 0.8

TNIE (true value = -0.161) Sum —0.121 —-0.145 —0.153
(0.034) (0.037) (0.039)

Latent —0.161 —0.161
(0.041)  (0.042)

PNDE (true value = —0.132) Sum —-0.176 —0.151 —0.140
(0.054) (0.051) (0.048)

Latent —0.135 —0.131

(0.052)  (0.049)

Note. The sum approach uses as the mediator the sum of the items and
the latent approach uses as the mediator a latent variable measured by the
items. TNIE = total natural indirect effect; PNDE = pure natural direct
effect.
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FIGURE 5 A moderated mediation model for an intervention study of
aggressive behavior in the classroom and juvenile court record.

An Example: An Intervention Study of Aggressive
Behavior in the Classroom and Juvenile Court Record

Data for this example are from a randomized field experi-
ment in Baltimore public schools where a classroom-based
intervention was aimed at reducing aggressive, disruptive
behavior among elementary school students (Ialongo et al.,
1999). Figure 5 shows the mediation model. The ultimate
outcome is a binary variable indicating whether or not the
student obtained a juvenile court record by age 18 or an adult
criminal record. The mediator is a continuous latent variable,
the factor labelled fm in Figure 5, which is measured in Grade
5 by the four items Harms Others, Breaks Things, Takes
Property, and Fights, labeled m1 through — m4 in Figure 5.
These items are rated by teachers on a scale from 1 (almost
never) through 6 (almost always). The intervention started
in the fall of Grade 1. This methods illustration ignores the
fact that the intervention is classroom based. A treatment—
baseline interaction is hypothesized so that initially more
aggressive children might benefit more from the interven-
tion. Corresponding to this, a moderator variable is added in
the form of an aggressive behavior score recorded in the fall
of Grade 1 before the intervention started. The interaction
between this variable and the binary intervention variable is
assumed to influence both the mediator and the ultimate out-
come. The analysis to be presented involves n = 250 boys
in treatment and control classrooms with complete data.
A juvenile court record by age 18 or an adult criminal record
is observed for 50% of the sample. It could be noted that in
these analyses a significant treatment—mediator interaction
effect is not found and is excluded from the model.

Two analyses are presented, both using maximum-
likelihood estimation. In the first analysis, the mediator is
an observed variable formed as the sum of the four aggres-
sive behavior items. In the second analysis the factor behind
the items is the mediator, forming a measurement model
that takes into account potential measurement error of the
items. The difference in mediation results illustrates the
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consequence of ignoring measurement error. The analysis
focuses on the PNDE and TNIE defined earlier, presented
for different values of the moderator variable varying from
one standard deviation below its mean to one standard devi-
ation above its mean. The Mplus input for both analyses are
shown in the Appendix.

The direct effect PNDE is not significant in either of
the two analyses, whereas the indirect effect TNIE is
significant in both. The choice of probit versus logit link
makes almost no difference in the effect estimates. The use
of regular maximum likelihood with symmetric confidence
intervals or bootstrap standard errors and nonsymmetric
confidence intervals also makes almost no difference. For
the analysis using the mediator formed as the sum of the four
aggressive behavior items, TNIE = —0.046 with z test value
—2.101 when computed at the mean of the moderator. This
implies a significant indirect effect reduction by 0.046 in the
probability of a juvenile court record by age 18 or an adult
criminal record. The size of the effect can be related to the
approximately .5 probability observed in the sample. The
corresponding result for the model using the latent mediator
is a somewhat larger indirect effect, TNIE = —0.053 with
z test value —2.144. A plot of the TNIE effect for the latent
mediator model is seen in Figure 6. The plot indicates
that the indirect effect has an increasingly large negative
value when the moderator value increases and is significant
for a range of moderator values from —0.45 to 0.65 (the
mean of the moderator is zero and its standard deviation is
approximately one). The results are commensurate with the
hypothesis that initially more aggressive children benefit
more from the intervention.

It could be noted that standardization of the effect esti-
mates is not needed. The effects are on a probability scale
and are therefore in a sense already standardized with respect
to this dependent variable. Also, the treatment variable is
binary so there is no need for standardization with respect to
this variable either. For a continuous X variable there is also
no need for standardization with respect to X. The two X val-
ues for which the effect is considered can take into account
the mean and standard deviation of X and choose suitable
values accordingly.

DISCUSSION

This article shows that the causal inference literature pro-
vides important lessons for structural equation modelers. The
counterfactual reasoning that the causal effects are built on
provides a clear understanding of how the effects should be
defined and provides a general approach for deriving them.
With the effects being easily accessible in various software
packages, it is time for these methods to be explored in SEM.

This article also shows how important it is to take
measurement error into account in estimating the effects.
In particular, measurement error in the mediator when
ignored can give a strong distortion of indirect and direct
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effects. Using a factor analysis model for multiple indica-
tors of the latent variable mediator is a useful way to avoid
such distortions.

Several other mediation cases have been omitted from

this article for the sake of brevity. One case is that of a
binary mediator, which could be combined with a continu-
ous, binary, or count outcome. With a binary mediator the
integration over the mediator used in the derivation of the
general mediation formulas is replaced by a sum over the two
categories (see, e.g., VanderWeele & Vansteelandt, 2009).
A second case is that of a nominal mediator discussed in
Muthén (2011). This can also be generalized to a latent class
mediator. A third case is that of a polytomous, ordered (ordi-
nal) outcome, where the expectation in the general mediation
formulas could refer to a particular outcome category or
sets of categories. As the number of categories of an ordi-
nal variable increases one might also consider the effects for
an underlying latent response variable to be a more relevant
effect summary. Muthén (2011) discussed the use of causal
effects for a latent response variable M* in the case of an
ordinal mediator.

The causal inference literature stresses that the derivations

of the causal effects rely on strong assumptions. The study
of sensitivity to the underlying assumptions has been pro-
posed by Imai, Keele, and Tingley (2010) and VanderWeele
(2010). Muthén (2011) showed how the results of the Imai
et al. sensitivity analysis can be visualized in Mplus.
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APPENDIX

Causal Effect Formulas

The causal effect formulas found in the literature (see, e.g., Imai et al., 2010;
Pearl, 2001; VanderWeele & Vansteelandt, 2009) are summarized here for
the article to be self-contained. This also has the advantage that the for-
mulas are expressed in the notation used in this article and in the Mplus
program. Derivations are given of the casual effects for both continuous Y
and binary Y for the following case: a continuous mediator, a treatment—
mediator interaction, an exogenous moderator Z, and a covariate C. The
effects are as follows for the exposure X = x compared to X = x* (for a
binary X, x = 1 and x* = 0, for say treatment versus control group):

TNIE = E[Y(x, M(x))|C = ¢,Z = z] — E[Y(x, M(x*))|C = ¢, Z = 7],
(A1)

PNDE = E[Y(x, M(x*))|IC =c¢,Z =z] — E[Y(x*,M(x*))|C = ¢,Z = 7],
(A2)

PNIE = E[Y(x*, M(x))|C = ¢,Z = z] — E[Y(x*, M(x*))|C = ¢, Z = z],
(A.3)

INDE = E[Y(x, M(x))|C = ¢,Z = z] — E[Y(x",\M(x))|C = ¢,Z = 7],
(A4)

TE = E[Y(x, M(x))|C = ¢,Z = z] — E[Y(x*, M(x*))|C = ¢,Z =7z], (A.5)
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Imai et al. (2010) referred to the indirect effects as average causal mediated
effects with TNIE and PNIE translated as ACME (treated) and ACME (con-
trol). Imai et al. referred to the direct effects as average direct effects with
TNDE and PNDE translated as ADE (treatment) and ADE (control).

Using the fact that for a joint distribution of Y, V the expectation in the
marginal distribution of Y is

+00
E(Y):/ EY|V) x f(V)aV, (A.6)

—00

the key component of the causal effect definitions, E[Y(x, M(x*))|C = c,
Z = 7], can be expressed as follows integrating over the mediator M,

E[Yx,Mx*)IC = ¢,Z = 7] =
“+00

/ EYIC=c¢,Z=2X=x,M =m] (A.7)
X f(M;EM|C = ¢,Z = z,X = x*) M.

Continuous outcome. Consider first the model for a continu-
ous outcome,

yi = Bo+ B1 mi+ B2 xi + B3 xi mi + Ba € + Bs zi + B Xi zi + €1i

(A.8)
m; = Yo+ Y1 Xi+y2 i+ V3 %+ V4 Xi % + €2 (A9)
Using Equation A.7, the model gives
E[Yx,Mx*)|IC=c,Z=12] =
(A.10)

=Po+Prx+Psc+PBsz+Psxz

+o0
+(B1+ B3 x) fmyo+ v X +yc+yz
—00

+y4 x*z, 022) oM,
(A.11)

=po+Prx+Bsc+Psz+Psxz (A.12)

+B1+ B W+ X+ ety zHya X" 2).
A.13)

Using different combinations of x, x* values in Equations A.12 and A.13,
the different causal effects are obtained using Equations A.1 through A.5.
For example,

INIE = (B1 + B3%) (1 + y4 2) (x — x¥), (A.14)

PNDE = (B2 + s 2+ B3 (o +v1 X +yac+ y3 2+ yax™2) (x — x*).
(A.15)

Binary outcomes. Consider next the model for a binary out-
come so that Equation A.8 refers to a logit or probit regression. Noting
that E(Y) = P(Y = 1), the formulas for probit are obtained by once again
integrating over M,

E[Y(x, MG)IC=c.Z=2] = (A.16)
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o0
=/ ElYIC=c,Z=72X=x,M=m] x f(M|C = ¢,X = x*)oM

- (A.17)
oo pprobit(y)
=/ / f@0, D3z x fMs 0 +y1 X +y2 ¢
e (A.18)
+y3 2+ v X'z, (722) oM
probit(x,xx)
= / f(z;0,1)0z = D(probit(x, x*)), (A.19)

where @ is the standard normal distribution function and the last equality
can be derived by a variable transformation and a change of the order of
integration as in Muthén (1979; p. 810, Appendix Theorem) with

probit(x,x*) =[o + P2 x+ Pa ¢+ Bs 2+ Pe Xz

+(B1+4B3x) Yo +y1 X +y2 ¢+ vz 2+ va XDV (),
(A.20)

where the variance v(x) = (81 + ﬁ;x)zaf + 1, where 022 is the residual

variance for the continuous mediator. With logit, the integration over M
in Equation A.18 needs to be carried out using numerical integration.'
Applying Equation A.1 through A.5 with Equations A.19 and A.20 gives the
causal effects for probit with the special cases shown earlier for a binary X.

Mplus Scripts

Muthén (2011) showed how causal effects can be computed using the Mplus
command MODEL CONSTRAINT. This approach, however, requires that
the user specifies the formulas for the effects, which is cumbersome. Mplus
Version 7.2 does this work behind the scenes. Following is the Mplus
Version 7.2 language and the different mediation and moderation cases
considered for causal effects defined via counterfactuals, including which
variables can be specified as latent. The modeling is currently restricted to a
single mediator.

1. No moderation:
e YINDMX.
e All 3 can be latent.
2. Moderation with X*M (3 arguments after MOD):
e yMODM XM X;
e Y can be latent
3. Moderation with Z
e Involving X and M (5 arguments after MOD):
- Y MOD M Z(low, high, increment) MZ XZ X;
— Only Y can be latent
e Involving M and not X (4 arguments after MOD):
— Y MOD M Z(low, high, increment) MZ X;
— Xand Y can be latent
e Involving X and not M (4 arguments after MOD):
- Y MOD M Z(low, high, increment) XZ X;
— Mand Y can be latent

For a continuous X, the two X values (exposure levels) that, the effects com-
pare are given in parentheses after X: X(x x*). If these two values are not
mentioned, a binary X is assumed corresponding to comparing treatment
(X = 1) to control (X = 0): X(1 0). For controlled direct effects an M value
is placed in parenthesis: M(m). For moderation with Z, a “Loop” plot is
generated via the PLOT command, showing the estimated effects and their
confidence intervals.

UIn the logit case, Mplus carries out numerical integration with 101 inte-
gration points.

TABLE A.1
Mplus Input for the Step 1 Internal Monte Carlo Analysis Using a
Latent Variable Model With Three Indicators

TITLE: Simulating binary X, cont latent M, binary Y
Step 1
MONTECARLO: NAMES =y m1-m3 x;

GENERATE = y(1 p);
CATEGORICAL =y;
NOBSERVATIONS = 200;
NREPS = 500;
REPSAVE = all;
SAVE = n200Perc20rep*.dat;
CUTPOINTS = x(0);

MODEL POPULATION: x@1;

fm BY m1-m3*1;

fm*1;

ml-m3*.67; !reliability 0.6

y ON x*-1

fm*-2.5;

[y$1*.75];

fm ON x*.7; IR-square 0.10 (binary x)

ESTIMATOR = ML;

LINK = PROBIT;

MODEL: fm BY m1-m3*1;

fm@1;

ml-m3*.67; !reliability 0.6

y ON x*-1

fm*-2.5;

[y$1%.75];

fm ON x*.7; IR-square 0.10 (binary x)

y IND fm x;

ANALYSIS:

MODEL INDIRECT:

Mplus Input for the Monte Carlo study. Table A.1 gives
the Mplus input for the Step 1 internal Monte Carlo analysis. This step uses
the latent variable model with three indicators. This step also saves the gen-
erated data for a Step 2 external Monte Carlo analysis where the indicators
are summed. For a general description of Monte Carlo simulations using
Mplus, see Chapter 12 of the Version 7 User’s Guide (Muthén & Muthén,
1998-2012).

Table A.2 gives the Mplus input for the Step 2 external Monte Carlo
analysis. This step uses the sum of the three indicators as the mediator.

TABLE A.2
Mplus Input for the Step 2 External Monte Carlo Analysis Using a
Sum of Indicators as the Mediator

TITLE: Simulating binary X, cont latent M, binary Y Step 2
DATA: FILE = n200Perc20replist.dat;

TYPE = MONTECARLO;

NAMES =y ml-m3 x;

USEVARIABLES =y x SUM;

CATEGORICAL =y;

DEFINE: SUM = SUM(ml-m3);

VARIABLE:

ANALYSIS: ESTIMATOR = ML;
LINK = PROBIT;

MODEL: y ON x*-.2
SUM*-.25;
[y$1*.75];

SUM ON x*.7; IR-square 0.10
MODEL INDIRECT: y IND SUM x;
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Mplus Input for aggressive behavior analysis. Table
A.3 shows the input for the model where the mediator is formed as the sum
of the four aggressive behavior items. The Z variable is centered and has a
standard deviation of approximately 1. The moderation effect is studied for
Z values ranging from —1 to 41, which is approximately 1 SD below to 1

SD above the Z mean.

TABLE A.3

Mplus Input for Aggressive Behavior Mediation Model With a
Moderator Z and an Observed Mediator M

VARIABLE:

DEFINE:

ANALYSIS:
MODEL:
MODEL INDIRECT:

OUTPUT:
PLOT:

USEVARIABLES =y tx Xz m z;

CATEGORICAL =y;

USEOBSERVATIONS = gender EQ 1 AND
(desgnlls EQ 1 OR desgnlls

EQ 2 OR desgnl1s EQ 3 OR desgnl1s EQ 4);

IF(desgnl1s EQ 4)THEN tx = [;

IF(desgnl1s EQ 1 OR desgnl1s EQ 2 OR
desgnlls EQ 3) THEN tx=0;

y = juvadl;

m = sum(toc05110 toc05114 toc05121 toc
05124);

z = sctaal 1f;

CENTER z(GRANDMEAN);

Xz = tx*z;

ESTIMATOR = MLR;

LINK = PROBIT;

y ON m z Xz tx;

m ON z xz tx;

y MOD m z(-1, 1,0.1) xz tx;

TECH1 TECH8 SAMPSTAT;

TYPE = PLOT3;
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Table A.4 shows the input for the model where the mediator is formed
as a factor measured by four aggressive behavior items.

TABLE A.4

Mplus Input for Aggressive Behavior Mediation Model With a
Moderator Z and a Latent Mediator fm Measured by Four Items

VARIABLE:

DEFINE:

ANALYSIS:

MODEL:

MODEL INDIRECT:

OUTPUT:
PLOT:

USEVARIABLES = toc05110 toc05114 toc05121
toc05124 y tx z xz;

CATEGORICAL =y;

USEOBSERVATIONS = gender EQ 1 AND
(desgnlls EQ 1 OR desgnlls

EQ 2 OR desgnll1s EQ 3 OR desgnl1s EQ 4);

IF(desgnl1s EQ 4)THEN tx=l;

IF(desgnl1s EQ 1 OR desgnl1s EQ 2 OR
desgnlls EQ 3)THEN tx=0;

y = juvadl;

z = sctaal If;

CENTER z(GRANDMEAN);

Xz = tx*z;

ESTIMATOR = MLR;

LINK = PROBIT;

fm BY toc05110-toc05124;

y ON fm z xz tx;

fm ON z xz tx;

y MOD fm z(-1, 1,0.1) xz tx;

TECH1 TECHS8 SAMPSTAT;

TYPE = PLOT3;
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