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In this document we describe how Mplus includes auxiliary variables in
the estimation of structural equation models (SEM) in the presence of missing
data. These variables are included in the Mplus analysis using the following
command auziliary=z, — z; (m). Examples of such analysis can be found in
the V5.1 Addendum to the Mplus User’s Guide (Muthen & Muthen 1998-
2008) available at statmodel.com.

Suppose that Y = (Y1, Y53, ..., Y},) is the vector of all continuous dependent
variables, n = (n1,m2,...,Mm) is the vector of all continuous latent variables
and X = (X1, Xy, ..., X,) is the vector of all covariates. The standard struc-
tural equation model is given by the following equations

Y=v+An+e

n=a+Bn+T'X+¢

where ¢ and £ are zero mean normally distributed residuals with variance
covariance © and V. Suppose also that there is missing data in the data set
that we use to estimate the above SEM model and that there are additional
auxiliary variables in the data set Z = (Z1, Zs, ..., Z;) that are not part of
the structural model but could be correlated to some of the variables in the
model. Because of such potential correlation these variables can be used
to reduce the uncertainty caused by the missing data and thereby improve
the precision of the estimation. In addition if these variables are related to
the missing data mechanism including these variables in the analysis could
reduce or eliminate parameter estimates biases that are due to the missing
data when the missing data in not missing at random (NMAR). Standard
maximum likelihood estimation based only on the variables in the model,
ie., Y and X will lead to unbiased estimates if the missing data is miss-
ing completely at random (MCAR) or missing at random (MAR) but will
lead to biased estimates if the missing data is NMAR, see Little and Rubin
(1987). Facilitating the additional information that auxiliary variables pro-
vide can enable us to reduce or eliminate such bias. In addition, to evaluate
model fit correctly in the presence of this additional information, the baseline
model estimation also incorporates the auxiliary variables, i.e., approximate
fit indices such as CFI and TLI can be used in the usual way.

The algorithm implemented in Mplus is based on the maximum-likelihood
estimation of Graham (2003) saturated correlates model. We estimate the
following expanded model which consists of the two equations of the original
model as well as

X =v,+te,



Z=v,+¢,

where €, and ¢, are normally distributed zero mean residual which are also
correlated to the e residuals according to the following variance covariance
structure

Var(e, ez, €,) =

0 0 O,

where O is the variance covariance in the original model and ©,,, and ©,, are
full unrestricted variance covariance symmetric matrices and ©,, and ©,, are
also full unrestricted covariance matrices. Estimating this model incorporates
the information available in the auxiliary variables without altering the model
or without causing any bias in the estimates of the original model.

In the above estimation it is important that the variance covariance ma-
trix (1) is not restricted to a positive definite matrix. This is critical for
obtaining unbiased estimates. If the expanded model is misspecified and the
auxiliary variables are also correlated to the latent variable n the variance
covariance matrix (1) may not be positive definite and if it is restricted to be
positive definite the resulting estimates in the original model will be biased.
Mplus estimates matrix (1) without any restrictions so that the estimates
of the original model are unbiased. The fact that matrix (1) is not positive
definite has no effect on the original model nor on the actual model estimated
overall variance covariance matrix, which will always be positive definite. See
also Savalei and Bentler (2007) for discussion on this topic.

Mplus also uses the auxiliary variables to estimate the unrestricted H1
model which is consequently used for chi-square testing as well as in the
computation of the various fit indices. The baseline model used in the com-
putation of the fit indices is also computed using the expanded data set
however the actual degrees of freedom are the same as for the original model
without the auxiliary variables. In the baseline model the distribution of X
and Z is still unrestricted, the Y variables are assumed to be independent
among each other and independent from the X variables but their correla-
tion with the Z variables is again unrestricted. The log-likelihood that Mplus
computes includes also the auxiliary variables Z and the covariates X and it
should not be used for comparison with a model that does not use the aux-
iliary variables, however it can be used to test against another model that
has the same covariates and auxiliary variables. Factor scores are estimated



using the original variables X and Y only, rather than the expanded model
which can be misspecified if the latent variables are correlated to the auxil-
iary variables. The expanded model could have many more parameters than
the original model. This could lead to estimation problems of the asymp-
totic distribution of the parameter estimates in the expanded model. If such
a problem occurs and is related to an expanded parameter, that parameter is
treated as fixed and the asymptotic distribution of the remaining parameters
is computed.
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